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Abstract—Urban flow analysis is an essential research for smart city construction, in which urban flow pattern analysis focuses on the

continuous state of urban flow. How to mine, store and reuse traffic patterns from urban multi-source heterogeneous big data is

challenging. Therefore, this paper proposes a knowledge mining network for regional flow pattern to mine and store the urban flow

pattern. The proposed model consists of two modules. In the first module, the features of the region and its flow pattern are extracted

as the entity and relation, respectively. In the second module, POI features are modeled to enhance the embedding representation of

relation and entity. Based on the translation distance method, the knowledge triplets of regional flow patterns are mined. Finally, the

proposed model is compared with some benchmark methods using Chengdu Didi order and POI datasets. Experimental results show

that the proposed model is effective. In addition, the knowledge triplets are visualized and some application examples are introduced.

Index Terms—Data mining, urban flow pattern, knowledge graph embedding, multi-source heterogeneous data fusion, urban computing
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1 INTRODUCTION

THE innovation of big data-based smart city technology
has a great impact on the development and operation of

smart city. The urban computing, which is a process of col-
lecting, fusing and analyzing urban multi-source heteroge-
neous big data [1], is effective and valuable for solving
problems in the city. For example, some models based on
machine learning have been proposed to predict urban traf-
fic flow [2], [3], [4], crowd flow prediction [5], [6], urban air
quality [7], water quality [8], and weather [9], and so on.
These methods can efficaciously predict the outcome of cer-
tain future moments in the city. More intelligently, some
methods can achieve real-time prediction [10], [11].

In particular, urban flow analysis is an important appli-
cation in urban computing, which has gained a lot of atten-
tion from researchers. However, the results obtained by
existing flow analysis methods are instantaneous, so only

the discrete state of the city can be analyzed, as shown in
Fig. 1a. Flow pattern, such as morning peak and evening
peak, is a representation of the continuous flow state of a
city. For urban flow analysis, an important study is to ana-
lyze the flow pattern between specific regions of the city.
Specifically, urban flow pattern analysis is the study of the
flow change trend between specific regions of the city, as
shown in Fig. 1b.

Generally, in a city there are many same traffic flow
states at all times, such as morning peak and evening peak
during diverse weekdays. Zhang et al. used similar charac-
teristic of urban traffic flow, i.e. trend, period and closeness
to optimize the flow prediction results [12]. If the state of
the city can be preserved, we can directly obtain the flow
information of the city based on the features of the same
state. Fortunately, combined with the knowledge storage
and high-speed feedback capability of the knowledge
graph, which is a set of fact triples consisting of head entity
h, relation r and tail entity t, i.e., KG ¼ fðh; r; tÞg, it is of
great significance to achieve the mining, storage and reuse
of the urban flow pattern.

Therefore, the goal of this paper is to learn urban traffic
features from urban multi-source heterogeneous data and
treat them as entities and relations respectively, and then
construct knowledge triplets of traffic patterns with the
help of knowledge graph embedding method, so as to real-
ize the mining of the urban flow patterns.

The analysis of urban flow patterns has the following sig-
nificances. First, it can effectively avoid unnecessary predic-
tion of regional flow in the similar state. For example, when
we are required to know whether there is an early peak traf-
fic situation between region A and region B from 8:00 to
9:00 today, we only need the knowledge of the traffic flow
trend between regions A and B at a certain time period
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(including information from 8:00 to 9:00) to make a decision
on the early peak situation, instead of using a traffic predic-
tion model to make an accurate prediction of the current
traffic flow value. Second, it can be employed in commercial
siting and urban planning applications by classifying the
embedding of regions, as shown in Section 5.6. Third, the
urban flow pattern can be applied as an auxiliary feature of
the urban air quality prediction to improve the accuracy of
the prediction. Fourth, it can also be employed as a criterion
for determining abnormal flow changes in urban regions.

Urban flow pattern analysis mines features from multi-
source heterogeneous data and stores them as knowledge
triples, which faces the following two challenges.

(1) Urban Multi-Source Heterogeneous Data Analysis. Urban
multi-source heterogeneous data is shown in Fig. 2. Multi-
source data includes Internet web data, taxi sensor data,
monitoring data, etc., and heterogeneous data includes tex-
tual data, numerical data, video data, and so on. Urban
multi-source heterogeneous data analysis is an indispens-
able but arduous task for the construction of smart cities.
First, it is difficult to fully consider data from different sour-
ces, types and meanings. Second, the output of deep learn-
ing cannot be effectively explained, which is an obstacle to
the fusion of multi-source heterogeneous data. In this case,
how temporal feature of traffic flow and spatial feature of
region can be effectively extracted, fused and stored from
these data is a technical challenge worth studying. Third,
most of the existing urban flow forecasting works consider
that urban flow is influenced by many factors. For example,
weather and other factors are considered in the citywide
crowd flow prediction, and these factors are used as auxil-
iary information [13]. Likewise, regional traffic pattern
requires considering various factors.

(2) Extraction of Knowledge Triples From Numeric Data. The
common method of knowledge mining is to extract fact tri-
ples from textual data. The resulting entities and relations
generally exist in the form of text, such as the fact triplet
<Da Vinci; painted;Mona Lisa>. However, urban big data
that has a lot of hidden information exists in the form of
numbers, so existing knowledge mining methods are not
suitable for extracting knowledge triples from numerical
data. Moreover, the elements of traditional knowledge tri-
ples are stored in the form of words. How should the

elements of knowledge triples extracted based on numerical
data be stored0 Because it cannot be stored in a way similar
to text-based storage. In this paper, we mainly analyze and
extract the features of numerical data, and then mine its
knowledge. The mined knowledge is stored in the form of
vector, which is the result of knowledge graph embedding
relative to the traditional knowledge mining method.

In this paper, we mine regional flow pattern in city as
knowledge via the fusion of multi-source heterogeneous
data and knowledge graph embedding, and propose a
knowledge mining model for regional flow pattern. In sum-
mary, the main contributions are summarized as follows:

� A knowledge mining network for regional flow pat-
tern (RFP-KMN) is proposed to construct the knowl-
edge triplet of urban flow pattern. The proposed
method respectively extracts temporal feature and
spatial feature of multi-source heterogeneous data as
relation and entity through different Autoencoders,
and fuses and stores them via knowledge graph
embedding techniques.

� Compared with the traditional knowledge triple
mining from textual data, this paper proposes to
store the mined features of multi-source heteroge-
neous data as knowledge triples.

� Generally, the translation distance-based method is
used to embed knowledge triples. In this paper, this
method is used to construct the knowledge triples of
region flow pattern from the embedding representa-
tion of entities and relations. To the best of our
knowledge, this is the first attempt to use the classi-
cal knowledge embedding representation to con-
struct the knowledge triples from the embedding
representation of entities and relations.

� The proposed model and some benchmark methods
are compared through Chengdu Didi order data and
point-of-interest (POI) data, and the knowledge of
regional flow pattern is visualized.

The remainder of this paper is organized as follows. In the
next section, we present the related work about knowledge
graph embedding and urban knowledge graph. In Section 3,
we give an overview of the proposed RFP-KMNmodel. Sec-
tion 4 details the knowledgemining of regional flow pattern.

Fig. 1. Discrete and continuous states of traffic flow in city. Fig. 2. Urban multi-source heterogeneous data. [14]
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The experiment result, visualization and analysis are given
in Section 5. Finally, Section 6 concludes this paper.

2 RELATED WORK

2.1 Knowledge Graph Embedding

Knowledge graph embedding is a method of embedding
entities and relations into a continuous vector space. It enco-
des the interaction between entities and relations through a
specific model architecture to achieve knowledge represen-
tation learning [15], [16], [17]. Knowledge graph embedding
methods are roughly divided into translating-based meth-
ods [18], [19], [20], matrix factorization-based methods [21],
[22], deep learning-based methods [23], [24], [25] and graph
neural network-based methods [26].

The translating-based methods evaluate the rationality of
fact triples by the distance between two entities. For triples
ðh; r; tÞ, these methods get hþ r � t as much as possible by
analyzing the scoring function. The TransE model embed-
ded the entities and relationships in the same space, and
then regarded the embedding representation of the relation
r as a translation between the embedding representations of
the head entity h and the tail entity t [18]. The TransH
model mapped the head entity and tail entity to the hyper-
plane corresponding to the relation r, so that the entities
had different embedding representations under different
relations [19]. It can handle one-to-many, many-to-many,
and many-to-many relations. The TransG model expressed
multiple semantics of a relationship through Gaussian dis-
tribution, and proposed a knowledge graph embedding
method based on Gaussian mixture model [20]. This model
can solve the problem that entities cannot be distinguished
due to fuzzy relation semantics.

The matrix factorization-based methods usually express
the properties of the knowledge graph in a matrix format,
and factorize the matrix to obtain the embedding represen-
tation of nodes and relations. For a matrix V representing
the properties of nodes, the structure information of V can
be embedded through the factorization of V , i.e., V ¼
VeMV T

e , where Ve 2 Rjvj�k is an embedding matrix, which is
the embedding representation of the node. M 2 Rk�k is an
interaction matrix, and k specifies the number of potential
features. By solving its objective function, the optimal
embedding representation of the node can be derived.
Matrix factorization is used in knowledge graph embed-
ding. From the view of time, space and spatio-temporal,
Zhuang et al. constructed a knowledge graph with nodes
and edges as addresses and their relations [21]. They
extracted the embedding representations of nodes in time
and space through matrix factorization. Padia et al. used
matrix factorization to encode prior knowledge and empiri-
cally explored different methods, and proposed a knowl-
edge graph fact prediction method based on knowledge-
rich matrix factorization [22]. These methods first construct
a matrix of specific knowledge graph properties, and then
factorize to obtain the corresponding embedding represen-
tation. In addition, matrix factorization can be further
improved by imposing non-negativity constraints on the
factors to obtain a better embedding representation.

Deep learning has great advantages in learning new fea-
ture representations, so it is widely used for embedding

representations of knowledge graph. The embedding perfor-
mance of the knowledge graph will be constrained by the
shallow fast model, because increasing the size of the embed-
ding is the only way to increase the number of features in the
shallow model, which is difficult to scale to a large-scale
knowledge graph. A model ConvE using 2D convolution on
embedding was proposed to predict the link, which was
defined by a single convolution layer, a projection layer of
embedding dimension and an inner product layer [23]. In
view of the disadvantage that ConvE only considered the
local relationship among different dimensional entries, the
ConvKB model took triplets as a matrix of three columns as
input, and learned the representation of each column through
Conv1D to obtain an embedding representation of triplet ele-
ments [24]. Based onConvKB, the CapsEmodel reconstructed
these knowledge graphs into corresponding capsules, and
then routed the capsule to another capsule to generate a con-
tinuous vector [25]. The length of this vector is used to mea-
sure the triple credibility. In addition, graph neural network
is the most popular research in graph-based deep learning,
and it is widely applied in the research of knowledge graph
embedding with standard graph structure. Xie et al. estab-
lished a model based on a heterogeneous graph neural net-
work, which contains two types of nodes: sentence nodes and
entity nodes [26]. They employed convolutional neural net-
works to capture the context information of the nodes.

2.2 Urban knowledge graph

Smart city technology is the collection, integration, sharing
and analysis of city multi-source heterogeneous big data
combined with machine learning. It is used to study the
characteristics of the city and solve the existing problems.
The urban knowledge graph is an important task in smart
city technology, which can realize the mining, storage and
analysis of urban knowledge. The existing urban knowl-
edge graph construction is mainly to extract entity and rela-
tion from urban data and form knowledge triples. In order
to detect urban emergency events in real time, Xu et al. pro-
posed a knowledge base-based urban emergency event
detection model, which is a crowdsourcing-based urban
knowledge base model [27]. Based on a large amount of
urban multi-source spatio-temporal data, Zhao et al. pre-
sented a multi-source spatio-temporal data analysis frame-
work for knowledge graph embedding and gave a
definition of urban knowledge graph [28]. They used the
directed network CKG ¼ ðK;GÞ to describe the urban
knowledge graph, where G is the travel network and K is
the knowledge network that describes the auxiliary infor-
mation set. In addition, some existing POI recommendation
work are also studied through the urban knowledge graph.
Zhuang et al. proposed a framework for constructing urban
movement knowledge graph with spatial and temporal
information [21]. This framework can effectively predict
users’ attention to different POIs in the city. Yang et al.
developed a social and sequence-aware next POI recom-
mendation model [29]. The model used an improved het-
erogeneous network to learn better POI representation that
contains social relationships and geographic information.

Urban multi-source heterogeneous data needs to be well
represented and fused. This is the key to mine urban
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knowledge. On the one hand, the existing urban knowledge
graph construction method primarily extracts fact triples
from urban textual data, such as translation-based POI rec-
ommendation [30] and graph embedding for city problem
analysis [31], [32]. These methods do not analyze the poten-
tial features of urban multi-source heterogeneous data, and
cannot extract knowledge from numerical data. On the
other hand, other knowledge mining methods lack the effec-
tive fusion of urban multi-source heterogeneous data to
gain knowledge more accurately, such as the framework for
constructing urban movement knowledge graph [21].

3 OVERVIEW

In this section, we discuss our proposed method, including
some preliminaries, problem formulation and an introduc-
tion of the proposed RFP-KMNmodel.

3.1 Preliminaries

Definition 1. (Region set): According to different granularities
and semantics, a region has many different definitions [12]. In
this study, we divide the effective area of a city into an M �N
grid map according to latitude and longitude. A grid with POI
(Point of Interest) attributes represents a region vi, where POI
attributes can represent the semantics of region (P 2 Rjvj�jvj is
the regional POI semantic similarity matrix, shown in Sec-
tion 4.3. jvj indicates the number of the regions). All regions
constitute the semantic region set V .

Definition 2. (Transfer): A traffic transfer Trij represents a
transfer from the trajectory point ps (starting point) to the tra-
jectory point pd (destination), where each trajectory point p
consists of ftime stamp, latitude and longitudeg. Since the tra-
jectory points ps and pd belong to regions vi and vj, respec-
tively. Trij can be expressed as Trij ¼ fvi ! vjg. By
calculating the transfer of all regions in different time, a time
series transfer matrix Tr 2 Rjvj2�T is obtained. Trit means the
flow of the ith region pair in the period of time t� 1 to t. It is
used for R modeling. Moreover, by counting the regional trans-
fer of the entire time period, the regional transfer tensor U 2
Rjvj�M�N 1 is formed. It is used for V modeling.

Definition 3. (Relative distance): Relative distance Rdij is the
Euclidean distance between the regions vi and vj according to
the divided M �N grid map. We can construct a region rela-
tive distance tensor D 2 Rjvj�M�N through counting the dis-
tance among all areas. It is used for V modeling.

Definition 4. (Regional flow pattern set): The regional flow pat-
tern r represents the trend of regional flow between two regions
over time. The R is the set of regional flow pattern, where ri 2
R represents a regional flow pattern. The features of flow trends
among regions are learned and used as the regional flow pattern
r. That is, it models the relations in the knowledge graph (R
modeling).

Definition 5. (Knowledge graph of regional flow pattern): The
knowledge graph is represented as GðV;RÞ, where V is a region
set with POI semantics, and R is a set of regional flow patterns

rðvi; vjÞ between regions vi and vj. After learning, each region
v and regional flow pattern r are represented in a vector format.

3.2 Problem Formulation

Given the time series transfer matrix Tr, the regional trans-
fer tensor U and the relative distance tensor D, regional POI
semantic similarity matrix P, learn the knowledge triple <
vi; vj; r > of regional flow pattern, where vi; vj 2 V , r 2 R.
Firstly, the embedding representation of R is learned
through Tr, and the embedding representation of V is
learned through U and D. Secondly, P is used to learn for
enhancing the embedding representation of V and R.
Finally, the knowledge triple < vi; vj; r > is learned by
modeling R and V using translation distance method.

3.3 The Proposed Model

In order to mine knowledge triple of regional flow pattern
fromurbanmulti-source heterogeneous big data, we propose
a knowledge mining network for regional flow pattern (RFP-
KMN) to mine regional flow pattern. Our method mainly
includes two modules. In the first module, we embed the
relation set and entity set in the knowledge graph through
the deep learning models, namely, relation extraction and
entity extraction. It includes two steps, which are the urban
big data preprocessing, and relation and entity extraction. In
the second module, the knowledge embedding representa-
tion method is used to model the relation set and entity set to
mine the knowledge triple of regional flow pattern. It
includes two steps, which are data fusion and knowledge tri-
plemining. Fig. 3 shows the architecture of RFP-KMN.

In the first module, for the urban big data preprocessing,
we preprocess the regional transfer data, map data, and
regional POI data into a time series transfer matrix Tr and a
regional transfer tensor U, a relative distance tensor D, and
a regional POI semantic similarity matrix P, respectively.
The detailed preprocessing methods are illustrated in Sec-
tion 4. For the relation extraction and entity extraction, we
use four autoencoders to model the Tr, U, D and P respec-
tively. Specifically, LSTM Autoencoder is adopted to model
regional flow patterns (R modeling) and 2D-CNN Autoen-
coder is designed to model regional features (V modeling).
1D-CNN Autoencoder is applied to model regional POI
semantic to enhance representation learning of R and V
through data fusion.

In the second module, for the data fusion, regional POI
features are used to enhance the embedding representation
of relations and entities. For relation enhancement, each
relation r is a regional flow pattern between specific two
regions, so the weights of POI feature among diverse
regions should be different when fusing regional POI fea-
tures. Therefore, an attention-based fusion method is pro-
posed to fuse relation and regional POI features. For entity
enhancement, we first obtain entity V by fusing the spatial
transfer features and spatial location features of the region,
and then use concatenate fusion to add POI features. For
the knowledge triple mining, we use knowledge embedding
representation method to mine knowledge triple from R
and V . Because the translation distance method (TransE
[18]) is simple and effective, it is used to model R and V .

1. jvj ¼ M �N is hold. To clearly show the shape of the data, such as
the 3D region transfer tensor U 2 Rjvj�M�N , we do not directly use M �
N to denote the number of regions jvj.
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4 KNOWLEDGE MINING OF REGIONAL FLOW

PATTERN

4.1 Regional Flow Pattern Modeling (RModeling)

Traffic transfer Trij can be easily obtained by mapping each
trajectory p to the corresponding region vi. By adding time fea-
ture, a time series transfer matrix Tr 2 Rjvj2�T is constructed,
where jvj indicates the number of the regions, jvj2 represents
the number of region transfer, and T represents the time. The
transfermatrixTr has a region-to-self transfer, namely Trii.

Figs. 4a and 4b show the traffic transfer in regions v318 and
v190 and the traffic transfer in regions v455 and v952, respec-
tively. The POI features and relative distances of the four
regions are shown in Table 1. From Table 1, we can get some
features of these regions: Regions v318 and v190 have subway
station, office building and residence, and have close relative
distance; Regions v455 and v952 have subway station and close
relative distance, but they are residence and office building
respectively. As shown in Fig. 4a, the transfer patterns of
regions v318 and v190 are similar from a global perspective.
However, from a local perspective, the difference in transfer
volume among time periods 10-11, 12-13, and 15-16 is large,
and the difference among time periods 9-10, 14-15, and 18-19
is small. Since regions v318 and v190 have subway stations,
office buildings, and residences, the traffic transfer between
them changes greatly. Compared with the regions v318 and
v190, the transfer patterns of the regions v455 and v952 are dif-
ferent, as shown in Fig. 4b. The relative POI features of
regions v455 and v952 are residence and office building respec-
tively, so the traffic transfer volume Tr455;952 appears very
large in the time period 6-9 (the morning rush hour), and the
traffic transfer volume Tr952;455 appears very large in the time

Fig. 3. The architecture of RFP-KMN consists of two modules. The first module is to extract relation and entity (Loss1), including urban big data pre-
processing, relation extraction (R modeling) and entity extraction (V modeling). The second module is to mine the knowledge triple of regional flow
pattern (Loss2), including data fusion and knowledge triple mining. Specifically, regional flow patterns are modeled by LSTM Autoencoder (R model-
ing), and region features are modeled by 2D-CNN Autoencoder (V modeling). Regional POI semantic is modeled by 1D-CNN Autoencoder, which is
used to enhance representation learning of R and V through data fusion. And the knowledge of regional flow pattern is constructed through a transla-
tion distance modeling method (TransE [18]). In particular, the Vec layer is used to change the dimension of the output of the previous layer.

Fig. 4. The region-region traffic transfer volume within a day. The transfer
volume is normalized. Each colored line represents the transfer volume
from time t to tþ 1. Among them, the red line indicates that there is a lot
of traffic transfer from time t to tþ 1.
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period 17-19 (the evening rush hour). Through observation,
flow patterns between regions are unique and trendy.

LSTM is a special kind of RNN that can process sequence
data effectively [33]. Because of its superiority in processing
sequence information, LSTM is widely used in text analysis,
speech analysis, and big data analysis with temporal fea-
tures, such as natural language processing [34], speech rec-
ognition [35], and spatiotemporal prediction models [36],
[37]. Regional flow pattern is the change trend of traffic vol-
ume based on time characteristic. Therefore, LSTM Autoen-
coder is used to extract the features of traffic flow. The LSTM
Autoencoder module consists of two parts: encoder and
decoder. The encoder projects the time series transfer matrix
Tr 2 Rjvj2�T into the hidden unit space, and the decoder proj-
ects the hidden unit to the time series transfermatrix.

The encoder consists of two LSTM structures, followed
by a linear layer. In our work, the decoder and encoder
have the same structure. Inputting the time series transfer
matrix into the encoder, the transfer features of any two
regions will be obtained in a specific time period, which is
expressed as R 2 Rjvj2�k, where k represents the feature
dimension of the time series transfer matrix. Each transfer
feature rðvi; vjÞ ðr 2 RÞ represents the traffic flow change
feature of regions vi and vj in a specific time period. It is
called the flow pattern of regions vi and vj. In addition, the
POI features of the region are added to enhance the embed-
ding representation of regional flow patterns. Its detail can
be found in Section 4.4. Compared with the triples in the tra-
ditional knowledge graph, the knowledge < vi; vj; r >
does not have its inverse relation, that is < vi; vj; r

� > .

4.2 Region Embedding Modeling (V Modeling)

Region vi (head entity) and region vj (tail entity) in knowl-
edge < vi; vj; r > are correlated. There are two kinds of
relations between them, namely reversible relation and irre-
versible relation. In this paper, the relative distance between
regions is used to represent their reversible relation, while
the transfer volume between regions is used to indicate their
irreversible relation. For example, the transfer volume from
region v318 to region v190 is 81, and the transfer volume from
region v190 to region v318 is 88. And the relative distance
between them is the same, that is Rd318$190 ¼ 3:1632. The
embedding representation of the region is achieved by
effectively embedding and fusing the relations between the
regions. In addition, POI information is added to increase
the region semantics, which can enhance the embedding
representation of the region. Its detail can be found in Sec-
tion 4.4. Region transfer Uij can be easily obtained through

the statistics of the traffic transfer Trij, and finally a region
transfer tensor U 2 Rjvj�M�N is formed, as shown in Fig. 5.

CNN is a deep learningmethod that extracts data features
through convolution kernel. Because CNN has strong
expressive ability, it is widely used in video analysis, image
analysis and big data analysis with spatial features, such as
person re-identification [38], human ear recognition [39],
urban spatio-temporal prediction model [3], [13]. In this
paper, we use 2D-CNN Autoencoder to extract the features
of region transfer. Similar to the LSTMAutoencodermodule,
the 2D-CNN Autoencoder module consists of two elements:
encoder and decoder. The encoder projects the region trans-
fer tensor U 2 Rjvj�M�N into the hidden unit space, and the
decoder projects the hidden unit to the region transfer tensor.

The encoder consists of two 2D-CNN layers and one V-
Linear layer. Among them, 2D-CNN layer is composed of
Conv2D layer, ReLU layer and Pool layer, and V-Linear
layer is composed of Vec layer and Linear layer. The Vec
layer is used to change the dimension of the output of the
previous layer. The decoder consists of two U-2D-CNN
layers and one activation layer. Among them, U-2D-CNN
layer consists of an Upsample layer and a Conv2D layer.
The network structure of 2D-CNN Autoencoder is shown in
Fig. 3. The region transfer tensor U 2 Rjvj�M�N is inputted
into the encoder, and the region’s transfer features can be
obtained and expressed as Vtr 2 Rjvj�k2 , where k2 represents
the feature dimension of the region transfer tensor.

The relative distance Rdij between the regions can be
obtained by calculating the divided grid map. Finally, we
can construct a region relative distance tensorD 2 Rjvj�M�N ,
as shown in Fig. 6. Since the relative distance is the spatial
features of the region, we also use 2D-CNN Autoencoder to
extract the features of the region space. The network struc-
ture of 2D-CNN Autoencoder used to train D is the same as
that used to trainU. By inputting the region relative distance
tensor D 2 Rjvj�M�N to the encoder, the region relative dis-
tance feature Vrd 2 Rjvj�k3 is obtained, where k3 represents
the feature dimension of the region relative distance tensor.
In order to easily fuse two types of relation features among
regions, we set k2 ¼ k3 in this paper.

4.3 Regional POI Semantic Modeling

Regional traffic transfer is commonly affected by the
regional POI features, so the regional POI features are
extracted to enhance the semantic embedding representa-
tion of the region. In addition, the regional flow pattern is
also influenced by regional POI features, thus it is also used
to reinforce the embedding representation of the regional
flow pattern. Encoding the POIs of the region, we obtain the
regional initial POI feature matrix Pini 2 Rjvj�k4 , where Pini

i

TABLE 1
POI Details and Relative Distance of the Region

Region Subway Bus Residence Office Park Relative distance

v318 ✓ ✓ ✓ ✓ ✓ 3.1623 (Rd318$190)
v190 ✓ ✓ ✓ 3.1623 (Rd318$190)
v455 ✓ ✓ ✓ ✓ 5.0000 (Rd455$952)
v952 ✓ ✓ ✓ 5.0000 (Rd455$952)

The POI can represent the semantics of region, and the relative distance can
show the relevance of two regions on the map. Rdi$j is the relative distance
between the regions vi and vj.

Fig. 5. The region transfer tensor U 2 Rjvj�M�N , which shows the
regional irreversible relation.
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represents the initial POI feature vector of the region vi and
k4 represents the initial POI feature dimension. The POI
semantic similarity matrix Pij of a region will be obtained
by calculating the POI similarity of the regions vi and vj,
and finally a regional POI semantic similarity matrix P 2
Rjvj�jvj is formed. Considering that POI features are one-
dimensional features and do not have temporal features,
1D-CNN Autoencoder is considered to extract regional POI
features. Compared to 2D-CNN Autoencoder, Conv1d is
used for the convolutional layer in 1D-CNN Autoencoder.
By encoding the POI semantic similarity matrix P 2 Rjvj�jvj

through the encoder, the POI semantic feature matrix P 2
Rjvj�k2 will be obtained, where k2 represents the feature
dimension of the POI semantic matrix of the region. The
piðpi 2 PÞ represents the POI semantic feature of region vi.

4.4 Data Fusion

For the fusion of regional flow patterns and regional POI
semantic features, attention mechanism is used to specifically
strengthen the POI semantic features of specific two regions.
It is called attention-based fusion. The P 2 Rjvj�k2 obtained
from the 1D-CNN Autoencoder model is the POI features of
regions. In order to fuse it with the regional flow pattern
between the two regions, we first convert it to the change of
POI features between regions through the POITrans layer.
The attention-based fusion is mainly divided into two layers,
i.e. the Attention layer and the Concatenate fusion layer. The
regional POI semantic features are input to theAttention layer
behind the POITrans layer. Given a queryQ and a set of key-
value K and V, the attention scores are computed by using a
dot-product to compute unnormalized saliencies.

Attention ¼ softmax

�QKTffiffiffi
d

p
�
V; (1)

where d is the dimension of the key vectors served as a scal-
ing factor. The regional POI semantic features with attention
are fused with the regional flow pattern through the concat-
enate fusion layer. Regional flow pattern R 2 Rjvj2�k will be
obtained after a Linear layer.

For fusing region features and regional POI semantic fea-
tures, the relative distance features Vrd and traffic transfer
features Vtr among regions are fused by average fusion layer.
Next, the regional POI semantic features are fused through
concatenate fusion layer. The embedding representation of
regions V 2 Rjvj�k will be obtained after a Linear layer.

4.5 Loss function

In the first module, our goal is to obtain embedding repre-
sentations of relation and entity through deep learning

models. For LSTM Autoencoder, 1D-CNNAutoencoder and
two 2D-CNN Autoencoder models, we minimize the mean
square error of the input samples (xi) and output values (yi):

Loss1 ¼ 1

N

X
i

kxi � yikF2 ; (2)

where Loss1 is used as the loss function of the LSTM
Autoencoder and nD-CNN Autoencoder (n=1 or 2) models,
and N is the number of samples. k � kF2 indicates the Frobe-
nius norm.

In the secondmodule, our target is tomine the knowledge
triple of regional flow pattern using the translation distance
modeling method. The knowledge triplet < vi; vj; r > can
be extracted by the regional embedding representation V
and the regional flow patternR, where vi, vj belong to V and
r belongs to R. The TransE model treats the relation in the
knowledge graph as translation vector between entities [18].
For each fact triple < h; r; t>, the TransEmodel first embeds
the entity and relation, and then regards the relation r as the
translation between the head entity h and the tail entity t,
that is hþ r � t. The idea of the TransEmodel is used to con-
struct triple knowledge. Given a triple set S as a positive
sample set, we randomly generate a negative sample set S0.

S0 ¼ fðh0; r; tÞ jh0 2 V g [ fðh; r; t0Þ jt0 2 V g; (3)

where h0 and t0 represent the head entity and tail entity
in the generated negative sample triplet S0, respectively.
Each negative sample is obtained from a triple in the
positive sample set S by randomly replacing the head
entity or the tail entity with other entities. We define a
mapping matrix Q to map the regions into the space of
regional flow pattern.

Loss2 ¼
X

ðh;r;tÞ2S

X
ðh0;r;t0Þ2S0

½khQþ r� tQkF2 � kh0Qþ r� t0QkF2 þ g�þ
þ �kQkF2 ;

(4)

where Q 2 Rk�k is the mapping of the region vector on the
regional flow pattern space. g > 0 is a hyper parameter
served as a margin between positive triplet and negative
triplet, and �kQkF2 is a regularization term to prevent over-
ffitting. ½x�þ is the positive part of the x, i.e. ½x�þ ¼
maxf0; xg. By minimizing the objective function Loss2, Q is
learned.

5 EXPERIMENTS

In this section, to validate the effectiveness of our proposed
RFP-KMN model, we compare its performance to some
baselines on the real-world traffic flow dataset in Chengdu.
All experiments are conducted in Python 3.5 with torch
0.4.1 on a PC Server, and the server configuration is Intel(R)
Core(TM) i7-8700 CPU 3.20GHz, 4 GPUs each is 12G NVI-
DIA Tesla K80C, and memory is 128GB.

5.1 Datasets

The datasets we use include Didi order data in Chengdu,
Chengdu POI data and POI lookup table. Chengdu order

Fig. 6. The region relative distance tensor D 2 Rjvj�M�N , which illus-
trates the regional reversible relation.
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data is provided by Didi Chuxing GAIA Initiative.2 Since
the GCJ-02 coordinate system is used by the latitude and
longitude in the trajectory data, the POI lookup table used
is provided by Gaode Development Platform.3 The trajec-
tory data is processed by routing, which ensures that the
data can correspond to the actual road information. The
total number of order data is approximately 250,000*30.
Each piece of data includes order id, time and latitude and
longitude of getting on and off.

5.2 Hyperparameters

The hyperparameter settings of the first module are shown
below. For the 1D-CNN Autoencoder network, the convolu-
tions of the encoder use 64 filters of size 3�3 and 128 filters of
size 4�4. In the decoder, the size scaling factors are 8 and 3
respectively, and the convolutions uses 64 filters of size 3�3
and 1 filters of size 2�2. For the 2D-CNN Autoencoder net-
work, the convolutions of the encoder uses 64 filters of size
3�3 and 128 filters of size 3�3. In the decoder, the size scal-
ing factors are 8 and 2 respectively, and the convolutions use
64 filters of size 3�3 and 1 filters of size 6�6. The Adam [40]
is used for optimization in four antoencoder networks, and
the batch size is 125. In addition, the value range of the learn-
ing rate in LSTMAutoencoder is [0.001, 0.004], and the value
range of the learning rate in nD-CNN Autoencoder is [0.1,
0.4]. In particular, the training process of the four networks is
carried out simultaneously during the experiment.

The hyperparameter settings of the second module are
shown below. The learnable parameter Q is initialized using
the uniform distribution of the default parameters in
Pytorch. The values of g and � in the TransE-based model
are 1.0 and 0.25, respectively. The SGD (Stochastic Gradient
Descent) is used in the TransE-based model, and the batch
size is 100. The value range of the learning rate in the
TransE-based model is [0.01, 0.04].

5.3 Evaluation mechanism

Similarity of Entities/Relations. In order to evaluate the utility
of the knowledge triplet of regional flow pattern, we com-
pare the similarity of entities on different days and the simi-
larity of relations on different days. The regional flow
pattern represents the flow transfer trend between two
regions within a certain period of time. Relative to other
regions, the regional flow pattern rðvi; vjÞ on days day1 and
day2 should be similar. Therefore, we measure the utility of
R in the knowledge of regional flow pattern by calculating
the similarity of regional flow patterns between the same
two regions on different days. On the other hand, for the
entity set V , the difference in the embedding representation
of the regions on different days is caused by the irreversible
relations of the regions. Therefore, we equivalently calculate
the similarity of the embedding representation of the same
region on different days to measure the utility of V in the
knowledge of regional flow pattern.

Cosine similarity evaluates the similarity of two vectors
by calculating the angle cosine of the two vectors. We use it
to separately calculate the similarity of entities and relations

on different days. The greater the similarity of entities or
relations, the better the utility of the knowledge of regional
flow pattern.

SimR ¼ 1

jRj
X

rik2Rdayi; rjk2Rdayj

rik � rjk
krikkF2 � krjkkF2

; (5)

SimV ¼ 1

jV j
X

vik2Vdayi; vjk2Vdayj

vik � vjk
kvikkF2 � kvjkkF2

; (6)

where rik and rjk represent the kth relation on day i and the
kth relation on day j, respectively. vik and vjk indicate the k

th

entity on day i and the kth entity on day j, respectively.
Rdayi and Vdayi separately represent the relation set and
entity set on the ith day, and jRj and jV j indicate the number
of elements in relation set and entity set, respectively.

Link Prediction. In addition, to evaluate the knowledge
construction method of regional flow pattern, we use the
same sorting procedure as in [18], [41] to perform link pre-
diction task. For each constructed triple, the head/tail entity
is removed and replaced by all entities in turn. The score of
the newly formed triplet is calculated by kh0Qþ r� t0QkF2
and sorted in an ascending order. Using the same scoring
function to calculate the link prediction results, we can eval-
uate the quality of the input data, namely V and R. We eval-
uate the knowledge construction method by calculating the
average ranking of the correct entity and its proportion in
top 5, 10 and 20 respectively, i.e. hits@5, hits@10 and
hits@20. In this task, the input is all the knowledge triples
and the output is all the tail entities in ascending order with
head entity and relation pair as the target.

Flow Prediction: An Application Example of Urban Flow Pat-
tern. Moreover, in order to better evaluate the regional flow
patterns learned by different models, we use diverse
regional flow patterns to train a logistic regression model to
predict the flow at different time between diverse regions. It
is worth noting that the RFP-KMN method proposed in this
paper stores traffic flow patterns as knowledge triples.
When predicting traffic flow, the traffic flow pattern r in the
knowledge triple < vi; r; vj > is used to predict the traffic
flow between region vi and region vj. Existing traffic flow
prediction methods use urban big data to predict, which
requires more complex models and longer training time. To
predict traffic flow through traffic flow patterns, only sim-
ple prediction model is needed. Therefore, in the experi-
ment, we use the logistic regression model to predict the
traffic flow when using the traffic flow pattern to predict the
traffic flow. In addition, in order to compare the effect of
prediction, we apply some time series forecasting models to
predict traffic flow by training raw urban big data. The eval-
uation indicators Root Mean Square Error (RMSE) and
Mean Absolute Error (MAE) are employed to evaluate the
predicted results. The experimental process of flow predic-
tion is shown in Fig. 7.

5.4 Baselines

The existing urban knowledge graph construction methods
principally extract entity and relation from textual data to
construct knowledge triples. These triples are not embed-
ded, so tasks such as link prediction cannot be used to eval-
uate the performance of the constructed knowledge graph.

2. https://gaia.didichuxing.com
3. https://lbs.amap.com/
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However, the method proposed in this paper is to extract
the embedding representation of entity and relation from
multi-source heterogeneous data. Therefore, tasks such as
link prediction can be used to evaluate the performance of
the constructed knowledge graph. In addition, although a
data analysis framework carried out embedding representa-
tion of knowledge triples, the knowledge embedding repre-
sentation was not involved in the construction of
knowledge triples [28]. This method uses knowledge graph
embedding method to learn embedding representation of
knowledge triples. In general, these methods cannot be
compared fairly with the proposed method. Therefore, the
baselines and our models are outlined as follows.

Linear Regression Model. This model uses time characteris-
tics for linear regression.

ARIMA (Auto-Regressive Integrated Moving Average). The
ARIMA model, which is one of the most commonly used
methods in time series forecasting, consists of an autore-
gressive model and a moving average model.

SARIMA (Seasonal Auto-Regressive Integrated Moving Aver-
age). This model is an extension of ARIMA, which supports
univariate time series data with seasonal components.

VAR (Vector Auto-Regressive). The VAR model can cap-
ture the paired relationship between all streams.

XGBoost [42]. It is a scalable end-to-end tree boosting sys-
tem. Since XGBoost requires suitable features as input, we
use historical data and its mean, variance, skewness and
kurtosis as the input features of XGBoost for prediction. We
use GridSearchCV to automatically adjust some of the
hyperparameters.

LGBM [43]. It is a gradient boosting framework that
uses tree-based learning algorithm. We set the input of
LGBM to be the same as XGBoost. And we also use Grid-
SearchCV to automatically adjust some of the hyper-
parameters.

LSTM. The model is a special kind of RNN that can pro-
cess sequence data effectively. When predicting traffic flow,
the structure of the model is the same as the decoder struc-
ture of the LSTM Autoencoder in the proposed RFP-KMN.

Linear (RFP-KMN). The model presented in this paper.
The model includes R modeling, V modeling, POI features
modeling, data fusion and TransE-based triple modeling.
The logistic regression model is applied to predict traffic
flow.

Linear (RFP-KMNnoPOI). RFP-KMN model without POI
features modeling. The model includes R modeling, V
modeling, data fusion (fusing the relative distance features
Vrd and traffic transfer features Vtr), and TransE-based triple
modeling. The logistic regression model is applied to pre-
dict traffic flow.

Linear (RFP-KMNnoRd). RFP-KMN model without region
reversible feature modeling. The model includes R model-
ing, V modeling (irreversible feature modeling), POI fea-
tures modeling, data fusion, and TransE-based triple
modeling. The logistic regression model is applied to pre-
dict traffic flow.

Linear (MF-based method) [21]. This is a method based on
matrix factorization. Matrix factorization is the decomposi-
tion of a matrix into the product of several matrices. R, Vtr,
Vrd and P are extracted by matrix decomposition of Tr, U , D
and P , respectively. For tensors U and D, we change the
dimensions of them firstly. Given a matrix T , the informa-
tion of T is embedded through the decomposition of T , i.e.,
T ¼ TMTT , where T 2 Rjxj�k is an embedding matrix, and
jxj represents the number of region transfer or the number
of regions. M 2 Rk�k represents the interaction matrix, and
k represents the number of potential features of matrix T .
By solving the loss function, T andM can be obtained.

LossMF ¼ kT � TMTTkF2 þ �MF

h
kTkF2 þ kMkF2

i
; (7)

where �MF is a regularization term. MF-based method
includes R modeling, V modeling, POI features modeling,
data fusion, and TransE-based triple modeling. The logistic
regression model is applied to predict traffic flow.

Linear (VAE-Based Method) [44]. This is a variational
autoencoder based method. In this method, we use four var-
iational encoders with the same structure and different
parameters instead of LSTM Autoencoder, 1D-CNN
Autoencoder, and two 2D-CNN Autoencoders, respec-
tively. VAE-based method includes R modeling, V model-
ing, POI features modeling, data fusion, and TransE-based
triple modeling. The logistic regression model is applied to
predict traffic flow.

LSTM (RFP-KMN). The model presented in this paper.
The model includes R modeling, V modeling, POI features
modeling, data fusion and TransE-based triple modeling.
The LSTM is applied to predict traffic flow.

XGBoost (RFP-KMN). The model presented in this
paper. The model includes R modeling, V modeling, POI
features modeling, data fusion and TransE-based triple
modeling. The XGBoost is applied to predict traffic flow.
We use GridSearchCV to automatically adjust some of
the hyperparameters.

LGBM (RFP-KMN). The model presented in this paper.
The model includes R modeling, V modeling, POI features

Fig. 7. The experimental process of flow prediction. Input: The raw data
(traffic flow transfer Tr) or the traffic flow pattern in the knowledge triple
(obtained through the traffic flow pattern mining models). It is worth not-
ing that the inputs of LGBM and XGBoost are the raw data and its mean,
variance, skewness and kurtosis. Model: Traffic flow prediction models,
see Section 5.4 for details. The same background color in the figure
refers to the same model with different inputs. Output: The RMSE and
MAE values that evaluate the predict performance of each model.
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modeling, data fusion and TransE-based triple modeling.
The LGBM is applied to predict traffic flow. And we also
use GridSearchCV to automatically adjust some of the
hyperparameters.

5.5 Quantitative Comparison

Table 2 illustrates the similarity of the relations among dif-
ferent days. We analyze the experimental results from the
table longitudinally and horizontally. From the longitudinal
direction of the Table 2, the similarity of the MF-based
method is lower than other methods. This method has cer-
tain limitations for the extraction of time-series features.
More, the VAE-based method has better performance than
MF-based and worse performance than the model proposed
in this paper. From the similarity value of RFP-KMNnoPOI , it
can be seen that the POI features of the regions have a great
influence on the flow change between the regions. Intui-
tively, the flow change in a region is usually related to its
POI features. The proposed RFP-KMN model fuses POI fea-
tures, which makes the embedding representation of the
relations achieve a better result. From the horizontal direc-
tion of the Table 2, weekends (days1;6 and days1;7) also have
a certain impact on the regional flow changes. However,
only the flow changes in some regions can be affected by
holidays in practice. The POI features of these regions are
more similar to the POI features of other regions. Therefore,
the change of regional flow is affected by various factors.

We analyze the experimental results in Table 3 in the
same way. From the longitudinal direction of the Table 3,
the values of similarity for MF-based method, VAE-based
method and RFP-KMNnoRd are relatively low. The revers-
ible feature (Rd) of a region is a stable feature that can
enhance the embedding representation of the region. From
the result of RFP-KMN, it can be seen that the POI features
of the region can also enhance the embedding representa-
tion of the region. In contrast, POI features have a greater

impact on relations than entities. This also implicitly reflects
that the regional flow change trend is greatly affected by
POI features. From the horizontal direction of Table 3,
weekends (days1;6 and days1;7) have little effect on the
embedding representation of the region.

In the link prediction task, a lower average rank and a
higher hit rate indicate better link prediction results. Table 4
shows the link prediction results of different models. The
proposed RFP-KMN model is better than the other models
in four metrics. In addition, in the results of RFP-KMNnoPOI ,
the value of hits@20 is much larger than the value of
hits@10, which indicates that there are a part of the regions
that are not greatly affected by POI features.

In the flow prediction task, the flow prediction results of
different models are shown in Fig. 8. When predicting traf-
fic flow by raw data, LGBM has the best prediction result,
with XGBoost having the second best prediction result. The
prediction results of LGBM and XGBoost models with raw
data as input can be used as benchmarks for the prediction
results of the models with traffic flow patterns as input. We
present our analysis in the following three aspects.

First, LGBM (RFP-KMN) and XGBoost (RFP-KMN) have
better prediction results than the LGBM that has the best
result among the models using the original data as input.
Furthermore, Linear (RFP-KMN) had slightly better predic-
tion result than XGBoost that has the second best result
among the models using raw data as input. This demon-
strates that RFP-KMN is able to effectively mine and reuse
the traffic flow pattern from the raw data.

Then, compared to the models LSTM, Linear, LGBM and
XGBoost, which use the original data as input, the corre-
sponding LSTM (RFP-KMN), Linear (RFP-KMN), LGBM
(RFP-KMN) and XGBoost (RFP-KMN) all have better pre-
diction results. Particularly, Linear (RFP-KMN) and
XGBoost (RFP-KMN) have significantly improved predic-
tion performance. Therefore, the traffic flow patterns mined
by using RFP-KMN are effective.

Finally, for the diverse traffic flow pattern mining mod-
els, the prediction result of Linear(RFP-KMN) is better than
the result of Linear(RFP-KMNnoPOI), indicating that the
flow in different time periods between regions is affected by
the regional POI features, and the regional POI features can
improve the flow prediction results. The prediction result of
Linear(MF-based) and Linear(VAE-based) is not as good as
the Linear(RFP-KMN) model, showing that Linear(RFP-
KMN) is more suitable for extracting the features of time
series data. More, the prediction result of LSTM (RFP-
KMN) is not as good as that of Linear (RFP-KMN). The pos-
sible reason for this is that the traffic flow patterns are
already trained by the deep learning-based model, which
can lead to overfitting if the LSTM is further used.

TABLE 2
Similarity of Relations on Different Days

Models days1;2 days1;3 days1;6 days1;7 days1;8 daysavg

MF-based 0.6617 0.6434 0.5618 0.5648 0.6729 0.6216
VAE-based 0.7135 0.6770 0.6941 0.6906 0.7056 0.6961
RFP-KMNnoPOI 0.7689 0.7794 0.7386 0.7292 0.7645 0.7562
RFP-KMN 0.8614 0.8428 0.8204 0.8129 0.8652 0.8405

daysi;j represents day i and day j, where days1;2 and days1;3 represent work-
ing days, days1;6 and days1;7 represent weekends, days1;8 represent the i-day
after a week, i.e. i ¼ j� 7, and daysavg represent the average of all days.

TABLE 3
Similarity of Entities on Different Days

Models days1;2 days1;3 days1;6 days1;7 days1;8 daysavg

MF-based 0.7289 0.7765 0.7126 0.7212 0.7257 0.7330
VAE-based 0.7615 0.8324 0.7120 0.7323 0.7439 0.7582
RFP-KMNnoPOI 0.8599 0.9124 0.8025 0.8099 0.8267 0.8415
RFP-KMNnoRd 0.7745 0.8305 0.7115 0.7214 0.7812 0.7638
RFP-KMN 0.8728 0.9460 0.8711 0.8761 0.8781 0.8888

daysi;j represents day i and day j, where days1;2 and days1;3 represent work-
ing days, days1;6 and days1;7 represent weekends, days1;8 represent the i-day
after a week, i.e. i ¼ j� 7, and daysavg represent the average of all days.

TABLE 4
The Results of Link Prediction

Models Mean rank hits@5ð%Þ hits@10ð%Þ hits@20ð%Þ
MF-based 943 15.8 27.1 47.7
VAE-based 883 17.2 24.9 51.3
RFP-KMNnoPOI 484 30.2 37.4 62.2
RFP-KMNnoRd 402 37.8 45.4 50.2
RFP-KMN 312 44.5 51.9 64.5
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5.6 Visualization

The Visualization of R Vector. We visualize the R vector, as
shown in Fig. 9. Firstly, 40,000 relation vectors are selected
for visualization. Secondly, the principal component analy-
sis (PCA) [45] algorithm is used to reduce the dimensional-
ity of the relation vector. Finally, the relation vector after
dimensionality reduction is visualized. The visualization of
40,000 relation vectors is shown in Fig. 9a. In order to better
display the relation vector, we randomly select r39768 and
the top 20 relation vectors most similar to it for visualiza-
tion, as shown in Fig. 9b.

Clustering Application of R. There are some rules in the
relations of the general knowledge graph, such as reversible
relation. The relations in the knowledge graph constructed
in this paper are relatively independent, but there are cer-
tain connections among them. If the two relations have a
high similarity relative to the other relations, that is, the
flow patterns in these regions are similar. Fig. 10 illustrates
the top five relations that are most similar to the relation
rsample, denoted by 	1 , 	2 , 	3 , 	4 , and 	5 respectively. The POI
features of the head and tail entities in the knowledge where
these relations belong to are similar to the head and tail enti-
ties of the knowledge where rsample belongs to, respectively.
Putting these knowledge with similar relations into one

category, we can control the flow patterns of the whole
regions. Assuming that rsample has the characteristic of
severe congestion in the morning peak, we can formulate
mitigation strategies for congestion problem similar to
rsample in the entire regions in advance. Therefore, we use
clustering methods (e.g. k-means clustering, density-based
spatial clustering) to cluster R, so as to achieve the cluster-
ing of knowledge triplet. An evaluation criterion is defined
to evaluate the result of clustering.

Scorecluster ¼ 1

jCj
X

ri;rj2C
ðSimCÞ; (8)

where Scorecluster is the evaluation score of the clustering
result, C is all categories, and jCj is the number of catego-
ries. SimC is a method of calculating the similarity of rela-
tions in categories in the same way as SimR.

After clustering knowledge according to R, we analyze
some knowledge in the same category. We select ten knowl-
edge triplets from four categories on day1 to display, as
shown in Fig. 11a. Fig. 11 illustrates some examples of dif-
ferent categories of regional flow patterns, and Table 5
presents the similarity scores for these categories. Category
4 has the same region pairs (knowledges) on various days
and has an average similarity score of 0.9192. This means
that the stability of the flow trend in category 4 is better
than that of other categories. Relatively, some region pairs

Fig. 8. The results of flow prediction. ”-RD” indicates that the input data of the model is raw data (RD), and ”-TFP” shows that the input data of the
model is traffic flow pattern (TFP).

Fig. 9. Vector visualization of 40,000 relations. Fig. 10. The top five r’s that are most similar to rsample.
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in category 1 changed to category 6 on day6 and day7, and
the similarity scores on days day6 and day7 differed signifi-
cantly from the other days, indicating that category 1 is sus-
ceptible to weekend effects and appears unstable. Similarly,
category 2 is also affected by weekends. In particularly, the
region pairs in category 3 are consistent on different days,
but the similarity scores on day6 and day7 are slightly lower
than on other days, implying that the flow of category 4 is
more variable on weekends compared to weekdays. More-
over, As can be seen from Figs. 11a, 11b, 11c, and 11f, a
regional flow pattern r in category 5 on day2 has changed.
According to r belonging to category 1 in other figures, we
can consider that the flow pattern between the two regions
on day2 has changed, that is, there may be some abnormal
conditions between the two regions, such as traffic accidents
causing the flow pattern to occur change.

Classification Application of V . Themore similar the embed-
ding of the regions, the more similar the traffic flow patterns
involved in these regions. To classify the similar regions into
a category, we randomly select v1 and v50 as labels and calcu-
late the similarity values of the labeled regions and all
regions by Equation (6). Then we arrange these regions in
descending order according to the similarity values and
select the top 9 regions with the largest similarity values.
Finally, these 9 regions and labeled regions are classified into
one category. The similarity scores for the categories labelled
with v1 and v50 are calculated separately, following Equa-
tion (6). We use similarity scores SimC�v1 and SimC�v50 as
benchmarks and analyse the results of the classification. The
results of region classification are shown in Fig. 12. From the
classification results, we can draw these conclusions. First,
Simv106�107

, which indicates a similarity score between v106
and v107, is 0.4961, and Simv168�169

is 0.5728, which are much
lower than SimC�v1 and SimC�v50 . This shows that the traffic
flow patterns involved in the adjacent regions may be incon-
sistent and belong to different categories. Second, the similar
regions are distributed in various parts of the city, rather
than gathered together, such as regions v102 and v106 with a
Simv102�106

of 0.8687, and regions v107 and v109 with a
Simv107�109

of 0.8946. By classifying regions, we can study
some practical applications as follows. First, commercial sit-
ing application. For merchants, if the business of a restaurant
in v102 is good, we can open a branch of this restaurant in v106
based on Simv102�106

of 0.8687. Second, urban planning appli-
cation. The functional regions of the city can be divided
according to the categories of regions.

Fig. 11. Examples of categories for regional flow patterns. dayi expresses week i, for example, day1 and day6 mean Monday and Saturday respec-
tively. day8 represents the Monday of the next week. day1, day2, and day3 show the traffic pattern on weekdays, day6 and day7 show the traffic pattern
on weekends, and day8 demonstrates the periodicity of the traffic pattern.

TABLE 5
Similarity Scores for the Categories of Regional Flow Patterns

Categories day1 day2 day3 day6 day7 day8 Average

Category1 0.8854 0.8901 0.8748 0.9145 0.9232 0.8793 0.8945
Category2 0.8324 0.8374 0.8297 0.8572 0.8501 0.8431 0.8416
Category3 0.8711 0.8682 0.8641 0.8532 0.8498 0.8763 0.8637
Category4 0.9182 0.9213 0.9119 0.9241 0.9223 0.9177 0.9192
Category5 - - - 0.8935 0.8935 - -
Category6 - - - 0.9145 0.9172 - -
Category7 - - - - - - -

(SimC)
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In addition to the above analysis and applications, the
knowledge graph of regional flow pattern has many other
applications in practice, such as the display of the city’s
global flow change distribution, personalized route and
travel time recommendations.

6 CONCLUSION

In this paper, we proposed a knowledge mining network for
regional flow pattern to mine knowledge of urban flow pat-
tern. First, the features of the regional flow pattern and the
region features were extracted as R and V of the knowledge
graph. Then, regional POI features were modeled to
enhance the embedding representation of R and V . Finally,
based on the translation distance method, a RFP-KMN
model was proposed to realize the construction of the
knowledge triplet of regional flow pattern.

In the future, we can enhance the representation and con-
struction of the regional flow knowledge graph from the fol-
lowing aspects. First, more factors should be considered,
e.g. terrain, holidays, accidents, and weather. Then, the opti-
mal granularity of the time period is selected. The regional
flow pattern is the change in flow over a period of time.
How to choose the most suitable time period is very impor-
tant to show the best regional flow pattern. On the one
hand, the characteristics of regional flow patterns are diffi-
cult to extract if the time period granularity is large. On the
other hand, if the granularity of the time period is small, the
excavated regional flow patterns are meaningless. Finally,
the constructed knowledge graph of regional flow pattern
should be applied to specific city applications to solve the
problems in the city.
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