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Spatio-temporal graphs (STGs) are important structures to describe urban sensory data, 
e.g., traffic speed and air quality. Predicting over spatio-temporal graphs enables many 
essential applications in intelligent cities, such as traffic management and environment 
analysis. Recently, many deep learning models have been proposed for spatio-temporal 
graph prediction and achieved significant results. However, manually designing neural 
networks requires rich domain knowledge and heavy expert efforts, making it impractical 
for real-world deployments. Therefore, we study automated neural architecture search for 
spatio-temporal graphs, which meets three challenges: 1) how to define search space for 
capturing complex spatio-temporal correlations; 2) how to jointly model the explicit and 
implicit relationships between nodes of an STG; and 3) how to learn network weight 
parameters related to meta graphs of STGs.
To tackle these challenges, we propose a novel neural architecture search framework, 
entitled AutoSTG+, for automated spatio-temporal graph prediction. In our AutoSTG+, 
spatial graph convolution and temporal convolution operations are adopted in the search 
space of AutoSTG+ to capture complex spatio-temporal correlations. Besides, we propose 
to employ the meta-learning technique to learn the adjacency matrices of spatial graph 
convolution layers and kernels of temporal convolution layers from the meta knowledge of 
meta graphs. And specifically, such meta-knowledge is learned by graph meta-knowledge 
learners, which iteratively aggregate knowledge on the attributed graphs and the similarity 
graphs. Finally, extensive experiments have been conducted on multiple real-world datasets 
to demonstrate that AutoSTG+ can find effective network architectures and achieve up to 
about 20% relative improvements compared to human-designed networks.
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Fig. 1. Various urban ST data and the related ST graphs.

Fig. 2. Numbers of papers to model ST graph in recent years.

1. Introduction

Recent advances in ubiquitous computing and sensing techniques help collect a myriad of spatio-temporal (ST) data in 
urban areas, such as urban traffic data and air quality data. Such data have complex spatial and temporal correlations, which 
can be depicted by spatio-temporal graphs, as shown in Fig. 1. Predicting STGs foster many mission-critical applications, e.g., 
traffic prediction and climate forecasts [2], which are fundamental and essential to the development of intelligent cities.

In the recent five years, we have witnessed a dramatically growing trend of ST neural networks proposed at top-tier 
data-mining and AI venues for STG prediction (see the statistics in Fig. 2). To capture the spatial and temporal correla-
tions, many representative models, such as [3–6], are carefully assembled from small network structures, which can be 
grouped into temporal networks (e.g., convolution neural networks [7], recurrent neural networks [8], and temporal atten-
tion networks [9]) and spatial networks (e.g., graph convolution networks and spatial attention networks). By their power 
in modeling ST correlations, these models have shown great promise in STG prediction.

Though effective, the above ST networks are carefully designed for certain tasks and subject to specific data types, for-
mats, and distributions. Simply transferring such networks may cripple the model’s performance. For example, the traffic 
conditions of different cities suffer heterogeneous spatial correlations. Metropolitans like Beijing and Shanghai usually en-
counter severe traffic jams that can diffuse to a wide range of areas (i.e., long-range spatial correlations). In contrast, the 
long-range spatial impacts in small cities are insignificant due to less traffic congestion. Because of such disparity, it is nec-
essary to design neural networks for different tasks, which requires substantial domain knowledge and large amounts of 
2
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Fig. 3. Impacts of meta graphs on ST data.

experts’ efforts, making it time-consuming and costly to popularize deep learning technology for various important applica-
tions. Considering these facts, one may ask: can we design a unified framework that can be easily generalized to various STG 
prediction tasks? The framework should produce suitable computational graphs for different spatio-temporal correlations.

Neural architecture search (NAS), originally proposed for image recognition and sequence modeling, enables us to search 
for optimal architectures automatically, thereby significantly reducing human efforts in manual network designs [10–12]. 
Afterward, adaptations of these techniques achieved much success in other domains, such as learning graphs [13,14] and 
forecasting grid-based ST data [15]. However, literature on applying NAS for STG modeling is still scarce due to the following 
three challenges:
Challenge 1: Complex ST correlations. In STG predictions, the future of a node is conditioned on its history and the previous 
readings of its neighbors [6]. In other words, it is extremely important to capture the complex correlations in both spatial 
and temporal domains in STGs. However, traditional search space schemes are designed for conventional data types, such 
as sequence, grid-based, and graph data, which cannot work satisfactorily in the NAS framework for STG prediction tasks.
Challenge 2: Various meta graphs that impacts the ST correlations. A meta graph describes spatial correlations between sensors 
in a specific view. In general, an STG is associated with a set of meta graphs (e.g., the road network, the geospatial distances, 
and the temporal pattern similarity), where the nodes and edges have meta features related to their characteristics and 
further impact the ST correlations. In detail, three major meta features pose such an impact:

1) The explicit attributes of nodes and edges. Taking Fig. 3 as an example. In Fig. 3(a), a real-world traffic example in METR-
LA dataset [3] is presented, where nodes and edges denote sensors and relations between sensors, respectively. In this 
example, v0 is located at a hub while v2 is an intermediate node on a road network. Consequently, v0 easily becomes 
congested, while v2 is often unobstructed, demonstrating diverse node characteristics. Similarly, as edge 〈v0, v1〉 is much 
shorter than edge 〈v0, v2〉, node v0 has stronger impacts on v1 than on v2 as depicted in Fig. 3(b), indicating diverse edge 
characteristics.

2) The node similarities. The similarities also reveal the node and edge characteristics, pointed out in other research works. 
For example, [16] proposed to construct similarity graphs for prediction enhancement. As presented in Fig. 3, though there 
is no direct edge between the node pairs 〈v0, v5〉 and 〈v2, v3〉, the correlations between the nodes remain strong.

3) Dynamic spatial correlations. There are dynamic spatial correlations in various spatio-temporal forecasting tasks. For 
example, the traffic patterns at the morning peak and the evening peak are entirely different, and the air pollutant trans-
missions vary under different weather conditions. Therefore, capturing such dynamic spatial correlations would help the 
prediction of spatio-temporal graphs.

All the features above can be regarded as meta graphs of an STG for effective ST correlation learning. Therefore, it is vital 
to comprehensively extract the meta graphs and model them simultaneously.
Challenge 3: Knowledge extraction from meta graphs. For a node/edge of an STG, a straightforward method to build its rep-
resentation of the characteristics is to extract knowledge from its meta features [17]. However, such a solution may lead 
to degenerated performances in STG prediction tasks where strong ST correlations exist in nodes/edges, as it fails to in-
corporate the graph structure of STGs. The following two examples elaborate on the challenge: 1) the characteristics of a 
node are related to its neighbors and edges. In Fig. 3(a), v1 and v3 have very similar node attributes (i.e., the density and 
structure of roads). However, as edge 〈v0, v1〉 is much shorter than 〈v0, v3〉, v1 is more likely to witness traffic congestion 
than v3, showing different node characteristics; and 2) Likewise, the characteristics of an edge are related to its two con-
necting nodes. In Fig. 3(a), edge 〈v0, v1〉 and 〈v3, v4〉 have similar attributes (i.e., length and width). However, v0 and v1 are 
easily blocked by traffic, while v3 and v4 are of easier traffic dispersion. Accordingly, in Fig. 3(b), edge 〈v0, v1〉 shows much 
stronger correlations than 〈v3, v4〉, indicating different edge characteristics. Hence, it is essential to learn characteristics 
considering the graph structure.

To tackle the above problems, we propose a NAS framework, entitled AutoSTG+, for spatio-temporal graph prediction. To 
capture ST correlations, our search space is constructed from a candidate operation set, including spatial graph convolution 
(SC), temporal convolution (TC), and fully connected layer (FC), as shown in Fig. 4(a) and (b). As ST correlations are related 
to meta graphs, we employ meta learning [17] to generate weight parameters of SC and TC from node and edge meta 
knowledge (i.e., characteristics) of meta graphs, as shown in Fig. 4(a) and (c). Notably, a graph representation learning 
network is used to extract the meta knowledge by aggregating neighbors’ information from meta graphs, as shown in 
Fig. 4(c). Our contributions are four-fold:
3
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Fig. 4. Insights of our NAS framework.

• We proposed a novel framework, entitled AutoSTG+, for automated spatio-temporal graph prediction. Specifically, spatial 
graph convolution and temporal convolution operations are adopted in our AutoSTG+ to capture spatial and temporal 
correlations, respectively. To the best of our knowledge, we are the first to study NAS framework for modeling STGs.

• To better model the relationships between sensors, we propose to construct a set of meta graphs, including graphs of 
geographical connections, similarities between nodes, and corresponding dynamic graphs, which enhances the AutoSTG+

with better generalization for the STGs without physical connections (e.g., air quality).
• To capture the ST correlations related to meta information, the meta learning technique is adopted to learn the adja-

cency matrices of spatial graph convolution layers and kernels of temporal convolution layers from the meta knowledge 
of the meta graphs. In particular, a graph meta knowledge learner, composed of node learners and edge learners, itera-
tively aggregates the neighbors’ information of meta graphs to learn node and edge meta knowledge.

• We conduct extensive experiments on seven real-world datasets to verify our framework, including five traffic bench-
mark datasets, an air quality dataset, and a water quality dataset. These datasets come from different sources and 
possess various scales, verifying the unity of our framework for STG prediction. The experimental results demonstrate 
that our AutoSTG+ can find effective neural architectures and achieve state-of-the-art prediction accuracy.

Compared with the original conference version [1], we extend this work from four major aspects.

• Since different spatio-temporal graphs have their unique characteristics, to better capture complex spatial correlations, 
we introduce the construction process for meta graphs, including the extraction of spatial similarity, temporal similar-
ity, and feature similarity, and improve the structure of graph meta-knowledge learner to learn meta-knowledge from 
multiple meta graphs.

• To efficiently capture the dynamic spatial correlations between nodes, we propose a partial dynamic graph module 
termed Vector Quantised Dynamic Graphs (VQDG) to learn the representation from the dynamic temporal information and 
then generate the corresponding dynamic meta graph. The ablation studies show the effectiveness of the new proposed 
module.

• After an elaborate analysis of the distribution of different operators in the searched architecture, we have removed 
two operators from the searching space. We surprisingly find that it yields promising gains on real-world datasets. 
On spatio-temporal graph prediction tasks, adding constant skip-connections and removing Identity and Zero from the 
candidate operator set can gain stable improvement over all seven datasets.

• We conducted experiments on more STG datasets, including three extra traffic datasets, an air quality dataset, and a 
water quality dataset. The results show that the proposed model can achieve good results on new datasets with different 
scales and different types of meta graphs. It shows that AutoSTG+ can handle many STG prediction tasks, and AutoSTG+

would help us develop better intelligent applications for modern cities.

2. Preliminaries

In this section, we first delineate the related notations and the problem we study. The background of graph convolutions 
and the temporal similarity measurement is introduced as well. For brevity, frequently used notations are listed in Table 1.

2.1. Definitions and problem statement

Definition 1. Meta graph. A meta graph is defined as G = {
V ,E,V(0),E (0)

}
, where V = {

v1, v2, · · · , v Nl

}
denotes the node 

set of the graph and 
∣∣V ∣∣ = Nl; E = {〈vi, v j〉 | 1 ≤ i, j ≤ Nl

}
indicates the edge set that represent the proximity between 
4
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Table 1
Frequently used notation.

Notation Description

Nl, Nt Number of locations/timestamps.
S Number of meta graphs.
Nin, Nout Number of timestamps in history/future.
Xt The sensor readings at timestamp t.
V(m) , E (m) The node/edge representation at m-th iteration.
A The adjacency matrices of graph convolution.
K The kernels of temporal convolution.

different locations; V(0) ∈RNl×D denotes D dimensional attribute values for nodes, and E (0) ∈RNl×Nl×K denotes K dimen-
sional attribute values for edges, respectively. V(0) , E (0) represents the original attributes of nodes and edges, V(1) , E (1)

denotes the features of nodes and edges after the first iteration of a graph meta-knowledge learner (Section 3.3), and so on. 
Note that if there is no edge between the i-th and j-th node (i.e., 〈vi, v j〉 /∈E), its attribute values in E (0) are set as zero. In 
addition, we use Ni = {

j | 〈vi, v j〉 ∈E
}

to denote the neighbors of node i. An STG is usually associated with several meta 
graphs, and we denote the set of meta graphs as G = {

G1,G2, · · · ,GS
}

with |G| = S .

Definition 2. STG prediction. Given the readings of previous Nin time steps for Nl nodes 
[
X1, ...,XNin

] ∈ RNin×Nl×Din and 
the attributed graph G, we aim to predict the future readings of the next Nout readings 

[
Ŷ1, ..., ŶNout

]
∈RNout×Nl×Dout . The 

notations Din and Dout refer to the number of feature dimensions of the input and the output, respectively.

Problem 1. NAS for STG prediction. We aim to find a neural architecture for STG prediction, which learns from training 
dataset Dtrain and achieves the minimum loss on validation dataset Dval:

min
�

L
(
�∗ (�) ,�,Dval

)
,

s.t. �∗ (�) = arg min
�

L (�,�,Dtrain) ,
(1)

where L, �, � denote loss function, network weight parameters, and architecture parameters, respectively.

2.2. Graph convolution

Graph convolution [18] is the dominant operator for learning node representations in a graph, achieving state-of-the-art 
performance in many graph-related applications, such as node classification and link prediction [19]. [3] further proposed 
diffusion convolution for more accurate modeling of spatial correlations in urban traffic modeling by considering both 
upstream and downstream impacts. In light of this work, we employ diffusion convolution to implement graph convolution.

Formally, given node feature H ∈RNl×D and K adjacency matrices A = [A1, · · · ,AK ] = (
aki j

)
K×Nl×Nl

as inputs, diffusion 
convolution outputs node state DC(H, A, W ) ∈RNl×D ′

, computed by:

DC (H,A,W ) =
K∑

k=1

P∑
p=1

(Ak)
p HWkp, (2)

where P is a constant denoting the number of diffusion steps, (Ak)
p is the power series of diffusion matrix Ak , and W ={

Wkp ∈RD×D ′}
is the set of weight matrices for feature learning.

In STG prediction, the adjacency matrices A can be constructed from edge representation E = (
ei jk

)
Nl×Nl×K by function 

DM (E) = (
aki j

)
K×Nl×Nl

. As the adjacency matrices represent the diffusion probability on the graph, we adopt the softmax 
function to compute each aki j by normalizing E :

aki j =
⎧⎨
⎩

exp
(
ei jk

)
∑

j′∈Ni
exp

(
ei j′k

) , 〈vi, v j〉 ∈E,

0 otherwise.

(3)

2.3. Temporal similarity measurement

In most cases, it is non-trivial to explicitly acquire the physical connections between nodes, such as in air quality pre-
diction. Another commonly used method is to build meta graphs based on the similarity between the readings of sensors. 
Dynamic time warping (DTW) is mainly suitable for computing the distance between two time series since it has a tolerance 
for common issues in time-series analysis, e.g., shift, insertion, and deletion [20].
5
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Fig. 5. Framework Overview of AutoSTG+. Physical connections and similarities (including spatial features and temporal patterns) are used to construct 
static meta graphs. Dynamic meta graphs are generated by the encoding of temporal inputs via the VQDG module. Then, graph meta knowledge learners 
extract the node and edge meta knowledge from meta graphs. Meta learning techniques are used to generate the kernels and adjacent matrices of TC and 
SC operators. And the gradient-based searching algorithm is used to optimize the structure of each cell in the prediction network.

DTW distance between two time-series a[1..i] and b[1.. j] is computed as

DTW(a[1..i],b[1.. j]) = dist(a[i],b[ j]) + min

⎧⎪⎨
⎪⎩

DTW(a[1..i − 1],b[1.. j − 1])
DTW(a[1..i − 1],b[1.. j])
DTW(a[1..i],b[1.. j − 1])

,

where a[i] (or b[i]) denotes the ith element of the time series a (or b), and the operator dist(·, ·) is the distance function. 
In particular, the DTW distance between an empty series (i.e., i, j = 0) and any other time series is zero.

By computing the DTW distance between the readings of nodes, we can obtain the implicit relationships between nodes, 
allowing us to perform graph convolutions to capture complex ST correlation among nodes.

3. Methodologies

Our framework (AutoSTG+) consists of three major processes: 1) constructing architectures from the search space as 
shown in Fig. 5(a); 2) constructing multiple meta graphs as shown in Fig. 5(b); and 3) employing meta learning techniques 
to learn the weights of SC and TC layers in the built architectures, as shown in Fig. 5(c). Specifically in Fig. 5(c), the meta-
learning part employs a graph meta knowledge learner to extract node and edge meta knowledge from the meta graphs 
and then uses SC-meta learner and TC-meta learner to generate the adjacency matrices of SC layers and kernels of TC layers 
from the extracted edge meta knowledge and node meta knowledge in the constructed architectures, respectively. In the 
following subsections, we first introduce the search space for architecture construction in Section 3.1. Then we present how 
to construct the meta graphs of an STG in Section 3.2. Next, we describe the graph meta knowledge learner and meta 
learners in Section 3.3. And finally, we show the optimization algorithm in Section 3.5.

3.1. Search space for architecture construction

Inspired by the existing convolution-based neural architectures [4,6] that have been proven effective in STG prediction, 
we design a convolution-based search space for our framework. As shown in Fig. 5(a), our prediction network is composed 
of a series of cells and temporal pooling layers, where the cells are employed for modeling ST correlations and the tem-
poral pooling layers (e.g., average pooling in the temporal domain) are adopted to increase the temporal receptive fields of 
hidden states. All the outputs of cells and pooling layers are aggregated by shortcut connections for modeling multi-scale 
ST correlations. Then a fully-connected (FC) layer is adopted to predict the next Nout-timestamp values. Initially, these cells 
have undetermined architectures, and our goal is to search the optimal architectures for them.

Following DARTS framework [10], the search space of each cell is a direct acyclic graph consisting of Nv vertices. Each 
vertex denotes a latent representation of the STG, i.e., Hi ∈ RT ×Nl×D , where T is the number of timestamps and D is the 
number of features (T and D are fixed in each cell). The cell input is H0, while the output is the sum of all intermediate 
representations 

∑Nv
i=0 Hi . Each vertex pair (i, j) is associated with a candidate operation set O = {o1, o2, · · · } (i.e., a function 

set) that transforms Hi , weighted by architecture parameters α(i, j) = {α(i, j)
o | o ∈O}. The representation of a vertex can be 

computed based on all its predecessors:
6
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H j =
∑
i< j

∑
o∈O

exp
(
α

(i, j)
o

)

∑
o′∈O exp

(
α

(i, j)
o′

)o
(
Hi

)
. (4)

For each pair (i, j), the operation with the highest score α(i, j)
o in α(i, j) is selected as the operation in the final architecture.

To capture ST correlations, spatial graph convolution and temporal convolution are included in our candidate operation 
set O:

• Spatial Graph Convolution. We use diffusion convolution to capture spatial correlations of STGs. Formally, suppose that the 
input hidden state is H = [H1, · · · ,HT ] ∈ RT ×Nl×D , the input adjacency matrices are denoted as A, and the learnable 
weights are denoted as W . The spatial graph convolution function is defined as SC

(
H,A,W

) = H′ = [
H′

1, · · · ,H′
T

] ∈
RT ×Nl×D , which employs diffusion convolution on each Hi , expressed as:

H′
i = DC (Hi,A,W ) , (5)

where the computation of function DC(·) and the constraints of the related parameters (e.g., W ) refer to Equation (2).
• Temporal Convolution. We employ a temporal convolution on each node to capture temporal correlations of STGs. Sup-

pose the input hidden state H ∈ RT ×Nl×D is composed of 
{

H1, · · · ,HNl

}
, where each Hi ∈ RT ×D denotes the hidden 

state of node i. Then, given the input convolution kernels K = {
K1, · · · ,KNl

}
, the temporal convolution function 

TC
(
H,K

) = H′ , where H′ ∈ RT ×Nl×D is composed of 
{

H′
1, · · · ,H′

Nl
| H′

i ∈RT ×D
}

. Then, the output hidden state of 
node i is computed by:

H′
i = Hi �Ki, (6)

where � denotes 1D convolution [18] for sequence modeling.

Furthermore, the recent works [21,22] point out that the skip-connections (i.e., the Identity operation) have unfair ad-
vantages in competing with other operations. It makes the optimization algorithm increase the weights of skip connections, 
leading to an easier back-propagation of the gradients. However, this trend may cause many operators to collapse into skip 
connections, reducing the capacity of the final network. To solve this issue, we exclude the two common operations (i.e., 
Zero and Identity) from the candidate operation set used in the original conference version, i.e., AutoSTG.

3.2. Construction of meta graphs

Since an STG is affected by multiple complex factors, it is necessary to model the relationship between nodes from 
different views, i.e., the meta graphs. In this section, we enhance AutoSTG with an additional method of meta graphs 
construction to consider such impacts. There are two main types of meta-graphs in the set: 1) physical connections and 2) 
similarity graphs.

3.2.1. Physical connections
The first type of meta-graph is about physical connections. Physical connections, e.g., roads and water pipes, usually have 

several attributes, such as the length, width, number of lanes, and level of the road, the diameter, material, and service life of 
the pipe. These attributes show us the basic relationship between nodes and describe the transmission capacity of physical 
connections [23]. Moreover, some multivariate time-series prediction tasks without explicit physical connections can also be 
formulated as STG prediction tasks [24,16]. In this case, we can describe the physical connection by the geospatial distance 
between nodes.

3.2.2. Similarity graphs
Physical connections only describe how the sensors are connected, which are not enough for capturing complex ST 

correlations in an STG. Implicit relationships between nodes also contain essential information. For example, because of 
their complementary functions, the traffic in residential and office areas is highly correlated, especially at the peak time. 
Moreover, this situation also occurs in the readings of the air quality monitoring stations located in the most frequent wind 
direction. Therefore, we construct extra similarity meta graphs to better model the complex ST correlations of an STG from 
two aspects:

Spatial similarity The spatial attributes of nodes describe the characteristics of the node itself and the surrounding envi-
ronment, and similar node attributes mean that the nodes locate in similar environments, perform similar roles, 
and have similar readings. Therefore, we can build a spatial similarity meta-graph based on the node attributes 
and apply cosine similarity to measure the difference between the attributes of the two nodes.

Temporal pattern similarity Due to the similar or complementary functions among the locations, there would be a strong 
correlation between some distant nodes. Therefore, it is essential to construct a meta-graph based on the temporal 
7
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Fig. 6. The Vector Quantised Dynamic Graphs (VQDG) module. The top part shows different traffic scenarios in the real world. For example, during the 
morning rush hours, people depart for the business area from their homes and usually come back during the evening rush hours. And people usually go 
to the park for a rest in the holidays. Such frequent patterns can be described by corresponding dynamic meta graphs, as shown in the figure, where blue 
solid nodes represent residential areas, red slash nodes represent business areas, and green light ones represent parks. In VQDG, there are several latent 
codes in the codebook, and the graph generator is learned to generate the adaptive dynamic meta graph from a given latent code. Moreover, the ST graph 
encoder employs a CNN-based temporal encoder and a graph attention network to learn the representation of temporal inputs. Then, we find the nearest 
code from the codebook and use it to generate the dynamic meta graph. (For interpretation of the colors in the figure(s), the reader is referred to the web 
version of this article.)

pattern similarity. DTW distance is a useful metric to measure the temporal pattern distance because it computes 
the distance based on the optimal matching of the time series and has a large tolerance for the acceleration and 
deceleration issues in the time series.

3.2.3. Vector quantised dynamic graphs
The spatial correlations between sensors are usually highly dynamic. For example, peoples depart from home and rush 

to office buildings and factories in the morning and go back in the evening. The traffic patterns in the morning peak and the 
evening peak are pretty different. The diffusion process of air pollutants varies under different weather conditions. However, 
the meta graph constructions mentioned above, including physical connections and similarities, are all static, which are hard 
to learn the dynamic spatial correlations of an STG. Therefore, we try to introduce some dynamic graphs for graph meta 
knowledge learning.

Some existing works try to model dynamic correlations. ST-MetaNet+ [23] introduces a dynamic context learner and 
fusion gates to generate the weights of networks with both static and dynamic information. However, such a solution 
faces a critical issue. Since the high dynamic traffic information and the non-linearity of the context learner, even a small 
fluctuation in the input traffic tensor may lead to entirely different adjacent matrics, which makes it hard to train the neural 
network. Self-attention mechanisms introduced in [25] have shown great power in modeling dynamic correlations between 
tokens, but the quadratic time complexity of self-attention mechanisms limits their applications on large spatio-temporal 
graphs.

Moreover, in most common spatio-temporal graph prediction tasks, e.g., traffic prediction and crowd prediction, there 
are only several similar patterns related to different seasons, weekdays or weekends, morning or evening, and weather 
conditions. Therefore, there is a trivial idea, i.e., we can use a module to classify the input spatio-temporal graph and use 
the corresponding dynamic meta graph for further graph meta knowledge learning. However, this trivial idea is hard to 
be implemented since the gradients cannot backpropagate from the graph generator to the spatio-temporal graph classifier 
directly.

Inspired by VQ-VAE [26], we developed our partial dynamic graph module, i.e., Vector Quantised Dynamic Graphs 
(VQDG). As shown in Fig. 6, VQDG first uses a spatio-temporal graph encoder to compute a representation vector of the 
8
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spatio-temporal graph. Then, it chooses the nearest neighbor of the vector from a learnable representation dictionary. Next, 
we use the nearest neighbor to generate the edge and node features for the dynamic meta graph.

More specifically, in the spatio-temporal graph encoder, we employ a CNN-based temporal encoder to learn the temporal 
representations of each node and then use a graph attention network to aggregate the information from nodes and generate 
the representation vector of the spatio-temporal graph, denoted as r g ∈ RDl . After that, we find the nearest latent code 
c� ∈ RDl from the codebook, where the distance between two vectors is measured by the Euclidean distance. Then, the 
latent code is fed into a graph generator to get the node features V(0)

d and edge features E (0)

d .

The graph generator generates V(0)

d and E (0)

d in a two-step way. First, we use a fully-connected layer to generate the 
node features V(0)

d . Then, for each pair of node 〈i, j〉, we concatenate the node features of node i and j to generate the edge 
features of 〈i, j〉 by a fully-connected network, which shares weights for each edge in the graph and can be implemented 
by a 1x1 convolutional network.

The codebook size Nc and the latent code dimension Dl are hyperparameters. Note that we use a trick in the implemen-
tation, i.e., directly copy the gradients of c� to rg ,3 so that we can train the spatio-temporal graph encoder and the graph 
generator simultaneously. Additionally, to make the representation vector close to the latent code in the codebook, there 
will be an extra loss

LV Q DG = ‖rg − [c�]‖2 + 1

4
‖[rg] − c�‖2,

where [·] is a constant mark, which would be regarded as a constant during the backpropagation, it makes r g and c�

approach each other at different speeds, with the r g moving faster. This ratio (4:1) is the same as that in [26].

3.3. Graph meta knowledge learner

In STG prediction, the ST correlations of data are related to the characteristics of the set of meta graphs G . Therefore, it 
is essential to learn the representations, namely the meta knowledge, of nodes and edges from G . Previously, [17] employed 
FC layers to learn node and edge meta knowledge, respectively, from node and edge attributes. However, such a method 
ignores the impacts of the graph structure. To tackle this problem, we propose a graph meta-knowledge learner, which 
iteratively learns nodes’ and edges’ representations by aggregating their neighbors’ information on G .

Take a single meta graph G = {
V ,E,V(0),E (0)

} ∈ G as an example. As shown in Fig. 7, we apply M iterations to 
learn node and edge representations by node learners and edge learners. Let V(m) and E (m) denote the node and edge 
representations at m-th iteration, respectively. The inputs are node and edge attributes, denoted as V(0) and E (0) , and the 
outputs are node and edge meta knowledge, denoted as V(M) and E (M) . The details of node learners and edge learners are 
as follows:
Node Learner. As the characteristics of a node are related to its neighbors and connecting edges, we employ graph con-
volution to learn each node’s representation by aggregating its neighbors’ information through its edges. At m-th iteration, 
the node learner takes the representations of the previous iteration, i.e. V(m−1) ∈ RNl×D and E (m−1) ∈ RNl×Nl×K as in-
puts, and then returns the higher-level node representations V(m) ∈RNl×D ′

. Without loss of generality, we employ diffusion 
convolution as a concrete example to show the implementation of node learner.

The first step is to compute adjacency matrices of graph convolution. In our work, we use edge representations to 
generate the adjacency matrices A by the formula: A = DM

(
E (m−1)

)
. The computation of this function refers to Equation 

(3). Then the diffusion convolution can be employed for V(m−1) to get the higher-level node representations by Equation 
(2), which can be expressed as:

V(m) = ReLU
(

DC
(

V(m−1),A,W (m)
))

, (7)

where W (m) denotes the learnable parameters of this node learner, and the constraint of W (m) is illustrated in Section 2.2. 
In this way, we can learn the representations of each node by aggregating neighbors’ information through the connected 
edges. Therefore, the attributes and structure of the attributed graph are considered in learning node representations.
Edge Learner. For each edge, its characteristics are related to its connected nodes. Thus, for each edge, we push the 
representations of its two connected nodes to this edge and then use an FC layer to learn the higher-level edge repre-

sentation. At m-th iteration, given node representations V(m−1) =
[

v(m−1)
1 , ..., v(m−1)

Nl

]
∈ RNl×D and edge representations 

E (m−1) ∈ RNl×Nl×K as inputs, edge learner outputs E (m) ∈ RNl×Nl×K ′
to represent the higher-level edge representations. 

Specifically, E (m) is composed of the representation of each edge, i.e. {e(m)
i j ∈ RK ′ | 〈vi, v j〉 ∈ E} (note that for 〈vi, v j〉 /∈ E, 

e(m)
i j is set as zero). Then the higher-level edge representation for edge 〈vi, v j〉 is computed by:

e(m)
i j = ReLU

(
W(m)

(
v(m−1)

i ‖ v(m−1)
j ‖ e(m−1)

i j

)
+ b(m)

)
, (8)

3 PyTorch version: r + (c - r).detach().
9
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Fig. 7. Structure of graph meta knowledge learner. Differing from the conference version that only learns representations from one graph, AutoSTG+ estab-
lishes multiple meta graphs to learn more useful meta knowledge from various aspects.

where ‖ denotes vector concatenation, W(m) ∈ RK ′×(2D+K ) is the weight matrix and b(m) ∈ R is the bias, respectively. In 
this way, both the attributes and structure of the attributed graph can be modeled for learning edge representations.

Our graph meta knowledge learner has M iterations, and the final output representations will be used as the meta 
knowledge for modeling ST correlations. In particular, the receptive field of each node or edge increases exponentially with 
respect to M .

Thus, the selection of hyper-parameter M refers to how far the characteristics of nodes and edges can impact each 
other according to the real-world datasets. In summary, our graph meta knowledge learner can extract node and edge 
meta knowledge by aggregating neighbors’ information, such that it can tackle the complex impacts of attributes and graph 
structure.

Similarly, we can get the edge meta knowledge E (m)
1 , ..., E (m)

S and the node meta knowledge V(m)
1 , ..., V(m)

S of the meta 
graphs by employ independent graph meta learners for each graph, where S is the number of meta graphs. Then, we get 
the edge meta knowledge Ē (m) and node meta knowledge V̄(m)

by

Ē(m) = mean
(
E(M)

1 , ...,E(m)
S

)
, (9)

V̄
(m) = mean

(
V(m)

1 , ...,V(m)
S

)
. (10)

3.4. Meta learners

As ST correlations of STGs are impacted by the characteristics of the attributed graph, we propose to learn the adjacency 
matrices of SC layers and kernels of TC layers from the meta knowledge of the attributed graph by meta learners. In this 
subsection, we introduce the meta learners for SC layers and TC layers in detail.

SC-Meta Learner. As spatial correlations are impacted by edge meta knowledge, we employ SC-meta learners to learn 
adjacency matrices from the edge meta knowledge Ē (M) ∈ RNl×Nl×K , which consists of 

{
ē(M)

i j ∈RK | 〈vi, v j〉 ∈E
}

. First, 

it employs an FC layer to learn edge representation E ∈ RNl×Nl×K ′
, which is composed of 

{
ei j ∈RK ′ | 〈vi, v j〉 ∈E

}
. Each 

vector ei j is computed by:

ei j = Wmatē
(M) + bmat, (11)
i j

10
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where Wmat ∈ RK ′×K , bmat ∈ R are learnable weights and bias, respectively. Then Equation (3) is adopted to generate the 
adjacency matrices, i.e. A = DM (E). Finally, we can use these adjacency matrices to compute SC

(
H,A,W

)
according to 

Equation (5).

TC-Meta Learner. As temporal correlations depend on node meta knowledge, we employ TC-meta learner to generate the 
convolution kernels K = {

K1, ...,KNl

}
from V̄

(M) =
[

v̄(M)
1 , ..., v̄(M)

Nl

]
∈ RNl×D . Suppose each Ki has Nker weights. We learn 

all these weights by an FC layer from vector v(M)
i , and then reshape the output vector to the tensor shape of Ki , which can 

be expressed as:

Ki = reshape
(

Wker v̄(M)
i + bker

)
, (12)

where Wker ∈RNker×D , b ∈R are learnable weight and bias, respectively. After generating kernels K, we can adopt Equation 
(6) to compute TC

(
H,K

)
.

3.5. Searching algorithm

In our AutoSTG+, all computations are differentiable. Thus we can employ a bi-level gradient-based optimization algo-
rithm like DARTS [10], that updates network weight parameter set � (including the parameters in operations, graph meta 
knowledge learners, and meta learners) and architecture parameter set � (including the scores of candidate operations) 
alternately. As shown in Algorithm 1, we first construct datasets and then initialize all parameters (Line 1-2). After that, 
we alternately adopt a training dataset to update weight parameters (Line 4-6) and a validation dataset to update architec-
ture parameters (Line 7-8) until the stopping criteria are met. At last, we can acquire the optimal architecture by selecting 
the candidate operations with the highest operation scores and adopting the training dataset to further train the network 
weight parameters of this neural architecture like normal neural networks (Line 10).

Algorithm 1: Optimization algorithm of AutoSTG+.

input : STG data [X1, ...,XNt

]
, attributes V(0) and E(0)

1 Build Dtrain , Dvalid from [X1, ...,XNt

]
, V(0) , and E(0)

2 Initialize � and �
3 do
4 Sample Dbatch from Dtrain
5 // For efficiency, we adopt first-order approximation
6 θ ← θ − λ�∇θ L (�,�,Dbatch

)
, ∀θ ∈ � // λ� is learning rate

7 Sample Dbatch from Dvalid
8 α ← α − λ�∇αL (�,�,Dbatch

)
, ∀α ∈ � // λ� is learning rate

9 until stopping criteria is met
10 Get the learned architecture, and further train it using Dtrain

4. Evaluation

4.1. Experimental settings

4.1.1. Task descriptions
We conduct experiments on seven real-world STG prediction tasks, and Table 2 shows the data statistics:

• PEMS-BAY [3] contains the traffic speed readings of the 325 sensors collected by the California Transportation Agencies 
Performance Measurement System.

• METR-LA [3] consists of the traffic speed readings of the 207 sensors on the highway of Los Angeles County.
• PEMS03 [27] records the traffic speed readings of the 358 sensors from PeMS [28].
• PEMS04 [27] collects the traffic speed readings of the 307 sensors from PeMS [28].
• PEMS08 [27] is composed of the traffic speed readings of the 170 sensors from PeMS [28].
• Air includes 229 air quality monitoring stations in China’s Beijing-Tianjin-Hebei region, 6 types of air pollutants, and 

meteorological conditions in the corresponding regions. Since the concentration of PM2.5 varies greatly and determines 
the air quality most times, we take it as the predicted target.

• Water [29] contains four main monitoring values of 14 water quality monitoring stations in a water supply network. 
We take RC (residual chlorine) as the target to predict.

For METR-LA and PEMS-BAY datasets, we adopt the GPS coordinates of sensors as node attributes and the road distance 
between sensors as edge attributes to build the physical connection graph. The edge attributes are determined by upstream 
11
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Table 2
Statistics of datasets.

Dataset Time range Period #Timestamp #Sensors

PEMS-BAY 2017-01-01∼2017-06-30 5 min 52116 325
METR-LA 2012-03-01∼2012-06-30 5 min 34272 207
PEMS03 2018-09-01∼2018-11-30 5 min 26208 358
PEMS04 2018-01-01∼2018-02-28 5 min 16992 307
PEMS08 2016-07-01∼2016-08-31 5 min 17856 170
Air 2015-01-01∼2019-12-31 1 h 43825 229
Water 2012-01-01∼2014-12-31 1 h 26304 14

and downstream road attributes like [3]. And for PEMS03, PEMS04, and PEMS08 datasets, we use the indegree and outdegree 
of each node as the node attributes and the road distance between sensors as edge attributes. For the above traffic prediction 
task, we aim to predict the traffic at the next 12 steps (i.e., 1 hour ahead) based on the historical observations from the 
past hour as well as the generated similarity graph, G, and the constructed similarity graph. We utilize the same ratio for 
dataset partition [3], and [27], i.e., the training, validation, and test sets are split by the ratio of 7:1:2 for METR-LA and 
PEMS-BAY and 6:2:2 for PEMS03, PEMS04, and PEMS08.

The node attributes of Air and Water datasets are both GPS coordinates. The edge attributes of Air dataset are the 
geographical distance between sensors, and we remove the connections between the sensors that were more than 150 km 
away since it is difficult for air pollutants to travel more than this distance within 12 hours under normal wind speed. And 
the edge attributes of Water dataset are the shortest paths of the pipe network between sensors. We predict the following 
6-step target values (i.e., 6 hours) given the historical readings of the last 12 hours and the meta graphs. The training, 
validation, and test sets are split by the ratio of 6:2:2.

4.1.2. Metrics
Mean absolute error (MAE) and rooted mean square error (RMSE) are employed to evaluate our framework:

MAE = 1

N

N∑
i=1

∣∣∣Ŷ i − Yi

∣∣∣ , RMSE =
√√√√ 1

N

N∑
i=1

(Ŷ i − Yi)
2,

where N is the number of instances, Ŷ i is the predicted value, and Yi is the ground truth.

4.1.3. Baselines
We first compare AutoSTG+ with the following STG prediction models for urban traffic:

• GBRT. Gradient Boosting Regression Tree is a non-parametric statistical learning method for regression problems. We 
train GBRTs to predict each future timestamp, where the previous traffic speed and node attributes are given as the 
inputs.

• DeepAir[30]. DeepAir considers various factors that affect air quality and designs a deep fusion network to aggregate 
the information of these factors and predict future air quality.

• ST-MVMTL[29]. It is a multi-view and multi-task learning framework to predict the water quality in the pipe network.
• DCRNN[3]. It combines diffusion convolution operations and sequence-to-sequence architecture to predict STGs.
• Graph WaveNet[6]. It uses graph convolution networks and WaveNet to model spatial and temporal correlations. A 

self-adaptive adjacency matrix is also learned to discover unseen graph structures from data without prior knowledge.
• AutoSTG[1]. It is the previous version of AutoSTG+, only the geographic graph used in the graph meta knowledge learner.

In addition, we compare AutoSTG+ with two basic NAS methods:

• RANDOM. We randomly sample neural architectures from our search space and train them from scratch for STG predic-
tion.

• DARTS [10]. It employs continuous relaxation on candidate operations, enabling gradient-based optimization on network 
weight parameters and architecture parameters.
Our experiments employ the basic DARTS framework (i.e., without graph meta knowledge learners and meta learners) 
on our search space for STG prediction.

4.1.4. Framework settings and training details
We add ReLU activation and Batch Normalization (BN) into SC and TC for non-linear projection and easy training in our 

implementation. The order is ReLU-X-BN, where X denotes SC or TC layer. In addition, we employ the operation sampling 
technique introduced in [31] to save the GPU memory consumption in the searching process. The hyper-parameter settings 
of our framework are the same for all seven datasets:
12
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Table 3
Predictive performance on PEMS-BAY and METR-LA datasets.

Dataset Metric GBRT DCRNN Graph Wavenet AutoSTG AutoSTG+

METR-LA
MAE 3.86 3.04±0.01 3.05±0.01 3.02±0.00 3.00±0.01
RMSE 7.49 6.27±0.03 6.16±0.03 6.10±0.01 6.09±0.01

PEMS-BAY
MAE 1.96 1.59±0.00 1.59±0.00 1.56±0.01 1.54±0.00
RMSE 4.48 3.70±0.02 3.66±0.04 3.57±0.02 3.56±0.00

PEMS03
MAE 19.14 19.99±0.02 19.83±0.02 16.75±0.81 14.69±0.07
RMSE 32.33 32.59±0.23 32.29±0.06 27.21±1.30 24.88±0.84

PEMS04
MAE 24.34 26.55±0.59 24.97±0.25 21.34±0.60 18.82±0.06
RMSE 38.79 40.93±0.78 38.23±0.24 33.37±0.84 30.46±0.14

PEMS08
MAE 18.20 21.48±0.91 18.96±0.10 16.55±0.77 14.95±0.07
RMSE 30.63 33.39±1.07 29.64±0.14 25.96±1.07 23.99±0.03

Table 4
Predictive performance on Air and Water datasets.

Air Water

Model MAE RMSE Model MAE RMSE

GBRT 26.19 37.82 GBRT 5.76E-02 8.85E-02
DeepAir 15.27±0.42 22.79±0.23 ST-MTMVL 4.21E-02±9.96E-4 6.12E-02±1.04E-03
DCRNN 14.9±0.21 25.86±0.21 DCRNN 1.66E-1±2.65E-4 2.20E-1±2.38E-4
Graph Wavenet 14.35±0.12 25.86±0.21 Graph Wavenet 3.11E-02±7.66E-4 4.83E-02±4.35E-4
AutoSTG 13.57±0.10 24.22±0.12 AutoSTG 3.46E-02±1.12E-03 5.16E-02±1.81E-03
AutoSTG+ 11.85±0.09 21.27±0.21 AutoSTG+ 3.43E-02±1.01E-3 5.11E-02±9.99E-04

• The number of cells is 6.
• The number of vertices in each cell is 3.
• The number of cell hidden units is 64.
• The number of iterations in graph meta knowledge learner is 2.

Our framework is tested on CentOS 7 with a single Tesla V100 16GB GPU. The batch size is set as 32 for all the datasets. We 
adopt the Adam optimizer for 150 epochs (about 12 hours in total). After that, we reinitialize the optimizer and train the 
architecture for another 80 epochs (about 6 hours). In both the searching and training processes, the initial learning rate is 
0.003, and it will multiply by 0.1 every 50 and 30 epochs in the searching and training processes, respectively.

4.2. Performance comparison

Table 3 and 4 show the performance of the baselines and our framework. We train and test deep learning models five 
times with different random seeds and present the results in the format: “mean±standard deviation”. In particular, our 
AutoSTG+ provides five architectures in each task by using different random seeds.

We first discuss the performance on the METR-LA and PEMS-BAY datasets (Table 3). On these two datasets, the non-
deep-learning model, i.e., GBRT, achieves the worst performance on the two tasks since it only considers the human-crafted 
statistical features of input data. However, STGs are so complex that human prior knowledge cannot fully describe the 
ST correlations related to meta attributes. Thus, the non-deep-learning models have limitations on model expressiveness. 
DCRNN and Graph WaveNet use diffusion convolution for capturing spatial correlations. Particularly, edge attributes (road 
distance) are adopted to generate diffusion matrices by a pre-defined function. Such knowledge improves prediction ac-
curacy. However, designing such pre-defined functions depends on the prior knowledge of datasets. As prior knowledge 
differs in different tasks and sometimes could be very complex, it is hard to find a perfect way to use these attributes. 
Unlike these baselines, AutoSTG can automatically learn neural architectures to capture ST correlations and achieve stable 
and competitive prediction accuracy compared with these expert-designed networks. AutoSTG+, the improved version of 
AutoSTG, further improves and stabilizes the model performance by optimizing the search space and adding new graphs. It 
has achieved state-of-the-art results on the two datasets.

The results on PEMS03, PEMS04, and PEMS08 datasets are slightly different from METR-LA and PEMS-BAY datasets. The 
performance gap between the non-deep-learning model and the expert-designed models, i.e., DCRNN and Graph WaveNet, 
has been significantly reduced. A possible reason is that the spatial and temporal correlations of these three datasets are very 
different from the above two datasets. As a result, DCRNN and Graph WaveNet with default hyperparameters cannot capture 
spatio-temporal correlations well on these three datasets. Moreover, AutoSTG and AutoSTG+ still perform well on these 
three datasets with the same hyperparameter setting, which shows that they can find the optimal network architectures on 
different datasets and achieve good results. That also proves that AutoSTG+ can save expert efforts in real-world applications.
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Fig. 8. Ablation studies on candidate operations.

Furthermore, the results on Air and Water datasets also show the advantages of our proposed model. Compared with 
GBRT, two domain-specific deep learning models, i.e., DeepAir and ST-MTMVL, significantly improve accuracy, indicating that 
well-designed models based on expert experience can achieve good results on specific tasks. DCRNN and Graph WaveNet 
can achieve better results without human-crafted spatial features by introducing graph structure and diffusion convolu-
tional networks. Moreover, our proposed model, AutoSTG+, can achieve the state-of-the-art result on the Air dataset and a 
competitive result on the Water dataset.

Note that AutoSTG+ uses the same configuration (including the number of cells, the number of candidate operations, 
and the learning rate) for all seven datasets. Water dataset contains only 14 nodes, while others have more than 100 
sensors. Therefore, this search space may be too large for Water dataset, and the searched models are overfitted with such 
a configuration. Compared with other human-designed models, such a competitive result is acceptable.

4.3. Ablation studies

In this subsection, we conduct ablation studies for AutoSTG+ to validate the effectiveness of each component.
First, we evaluate the effectiveness of our candidate operation set. We compared our framework with three variants: 1)

w/o SC&TC, which replaces SC and TC with FC operation in our candidate operation set; 2) w/o SC, which removes SC from 
the candidate operation set; 3) w/o TC, which removes TC from the candidate operation set; and 4) w/ ZI, which adds Zero 
and Identity connections to the candidate operation set. As shown in Fig. 8, both SC and TC can improve the prediction 
accuracy in modeling STGs. On the water quality prediction task, removing SC or TC alone similarly affects the prediction 
accuracy. While on the traffic datasets, SC contributes more to the final results, whereas TC shows minor improvement. The 
reason is that the temporal pooling layers and the fully connected layers can somehow capture temporal correlations by 
aggregating information in the temporal domain. In contrast, spatial correlations can only be captured by our SC operation. 
As a result, removing SC operations degrades performance significantly on the traffic datasets. Moreover, the importance of 
operations is different in the air quality prediction task. Fig. 8(f) illustrates that temporal convolution plays a more critical 
role in forecasting air quality. A possible reason is that unlike the number of vehicles on the road network is constant for a 
short time, air pollutants will degrade when transmitting from one sensor to another. Therefore, spatial convolution is less 
important than temporal convolution in the air quality prediction task. Furthermore, we also compare the new operation 
set with that presented in the conference version [1]. The reduced operation set can achieve better performance in all seven 
datasets.

Second, we evaluate the effectiveness of meta graphs. We compared the following variants: 1) PC, which only learns the 
graph meta-knowledge from physical connections (i.e., the road network or the geospatial distances between sensors); 2)
TPS, which only learns the graph meta-knowledge from the temporal pattern similarity; 3) PC+TPS, which learns the graph 
meta-knowledge from both the road network and the temporal pattern similarity between sensors; 4) PC+TPS+DG, which 
learns the graph meta-knowledge from both the static and dynamic information. Fig. 9 demonstrates the prediction errors 
of three variants on PEMS03, PEMS04, and PEMS08 datasets. As shown in Fig. 9, the performance when using PC or TPS 
alone is unsatisfiable since they only represent partial spatial correlations. It also shows that the importance of these two 
meta graphs differs on different tasks. On PEMS03 dataset, PC plays a more important role, while TPS is more powerful 
on the other two datasets. Therefore, it is necessary to incorporate different meta graphs to capture the complex spatial 
correlations, and PC+TPS achieves better performance than the two variants above. Moreover, by capturing dynamic spatial 
correlations with the new proposed VQDG, PC+TPS+DG improves the predicting accuracy of all three datasets.

Third, we conduct experiments to verify the effectiveness of each framework component by using the following NAS 
methods: 1) RANDOM, which samples an architecture from our search space and then trains this architecture for prediction; 
2) DARTS, which removes meta-learning method in our framework; and 3) w/o graph, which replaces the graph represen-
tation learning network (i.e. the graph meta knowledge learner) with the basic fully connected networks for representation 
learning of nodes and edges like [17]. As shown in Fig. 10, our AutoSTG+ performs significantly better than these vari-
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Fig. 9. Ablation studies on meta graphs.

Fig. 10. Ablation studies on framework components.

ants that remove architecture search process (RANDOM), meta-learning technique (DARTS), or graph representation learning 
network (w/o graph), illustrating that all these components are effective to model STGs.

4.4. Case study of graph meta knowledge

To illustrate the effects of graph meta knowledge learners, we plot the heatmaps of adjacent matrics and node feature 
similarities on the PEMS08 dataset in Fig. 11.

Fig. 11(a) shows the adjacent matrix of physical connections, i.e., the road network in the PEMS08 dataset. This adjacent 
matrix is quite sparse, so it is hard for the network to learn spatial correlations from such an adjacent matrix. There-
fore, AutoSTG+ with only physical connections performs worse than others with temporal pattern similarities, as shown in 
Fig. 9(c).

Moreover, Fig. 11(b) shows the weights of the temporal pattern similarities. The higher similarity means that the two 
locations may perform similar roles in the road network. And Fig. 11(c) shows the pairwise Euclidean distances between 
learned node meta knowledge. A smaller distance means that the pair of nodes are more similar to each other. Fig. 11(b) 
and Fig. 11(c) show consistent results, which is reasonable since we use the node meta knowledge to generate the kernels 
of TC operators for capturing temporal correlations, and similar temporal patterns allow us to generate similar parameters 
for TC operators.

Furthermore, Fig. 11(d) shows the scaled weights of an adjacent matrix generated from the edge meta knowledge. It 
shows that the SC operators can aggregate the information from the nodes similar to itself and capture the spatial correla-
tions.

4.5. Empirical studies of learned architectures

In general, the properties of datasets are different, and the neural architectures are diverse. To verify it, we study the 
properties of the traffic datasets.

We compute the correlation between any two sensors in these datasets, i.e., Pearson’s correlation coefficient. The upper 
part of Fig. 12 shows the cumulative density functions of Pearson’s correlation coefficients on these datasets. The ratios 
of sensor pairs with low correlation on METR-LA and PEMS-BAY datasets are larger than those of PEMS03, PEMS04, and 
PEMS08 datasets. That means that spatial dependencies on these two datasets are more complex than those on the other 
three. For example, when traffic congestion occurs and spreads over the road network, there would be delayed changes in 
sensor readings of the related road segments, which results in low Pearson coefficients for the readings of the two sensors. 
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Fig. 11. The heatmaps of raw adjacent matrics, node meta knowledge similarity, and the generated adjacent matrix on PEMS08 dataset. (a)(b) are the 
normalized matrices fed into graph meta knowledge learners. (c) shows the pairwise Euclidean distance between two node meta knowledge vectors. (d) is 
an adjacent matrix used in the searched architecture, which is generated from the learned edge meta knowledge.

Such complex spatial correlation requires more spatial convolution operations to capture. As presented at the bottom of 
Fig. 9, the ratios of spatial convolution in the learned architectures decrease as the ratios of sensor pairs with low correlation 
decrease.

Therefore, our AutoSTG+ can find customized architectures according to dataset properties.

4.6. Studies of execution speed and memory cost

Fig. 13 presents the execution speed and the maximum GPU memory occupation during the searching process on 
PEMS08 dataset. Since we remove two operators and narrow down the search space, AutoSTG+ consumes less GPU memory 
than AutoSTG even if there are several new modules. Moreover, compared with AutoSTG, our new AutoSTG+ costs about 14% 
extra time and reduces 10% predicting errors.

5. Related work

Deep Learning for Spatio-Temporal Graph. Deep learning was widely adopted in STG prediction. DCRNN leverages graph 
convolutional layers and gated recurrent units (GRU) to model both spatial and temporal dependencies [3]. However, since 
the recurrent network is hard to parallelize, it is easy to be the bottleneck of the model’s efficiency. Recent models try to 
use parallel operators to capture temporal correlations. For example, STGCN employs gated 1D convolutional layers [4] while 
Graph WaveNet adopts distillated temporal convolutional layers [6].

For example, [4,6,32–34] combined convolutional neural networks and graph convolutional neural networks for modeling 
STGs, while some other studies [3,35,36] employed recurrent neural networks and graph convolutional neural networks for 
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Fig. 12. The Pearson’s correlation coefficient distribution of sensor pairs and the ratios of each operation in learned architectures on traffic datasets.

Fig. 13. The execution speed and GPU memory usage on PEMS08 dataset.

STG prediction. Moreover, [37,5,38] studied the usage of attention mechanisms to capture ST correlations. Recently, [17,23]
leveraged meta learning method to model the inherent relationships between graph attributes and diverse ST correlations, 
and [39] proposed to learn graph structures from dynamic states. These works provide insights (e.g., possible network 
structures) for STG prediction. However, designing models for specific tasks requires substantial domain knowledge and 
large amounts of expert effort. By contrast, our work can automatically search promising neural architectures for STGs, 
which is more efficient and cost-saving.

Neural Architecture Search. Many works have explored neural architectures for grid-based data (e.g., image) or sequential 
data (e.g., natural language). At first, reinforcement learning was adopted to search neural architectures [40,41,12]. Later, 
some one-shot algorithms tried to generate the weights of the sampled architectures by hypernetworks [42,43]. By con-
trast, [10] proposed continuous relaxation on candidate operators, enabling gradient-based optimization on architecture 
parameters. Besides these conventional data types, [15] proposed to search architectures for grid-based ST data and [13,14]
employed NAS to model graph structure data. Moreover, [1] first presents a NAS framework for STG predictions, and [44]
conducts extensive experiments to validate the effectiveness of different spatial operations and temporal operations. This 
work, based on [1], studies how to integrate and extract knowledge from meta graphs and uses it on STG prediction tasks, 
which benefits the tasks without explicit physical connections.

6. Conclusion

In this paper, we propose a novel NAS framework, entitled AutoSTG+, for automatically selecting optimal network ar-
chitecture for STG prediction. It employs SC and TC operations in search space to model spatial and temporal correlations, 
respectively. To model the implicit relationship between sensors, we enhance AutoSTG+ by constructing meta graphs from 
different views, including physical connections, spatial similarity, and temporal similarity. To capture the spatio-temporal 
relationships in the meta graphs, we use graph meta knowledge learners to extract the graph characteristics, and then apply 
meta learning to generate the diffusion matrices of SC layers and the kernels of TC layers from the learned characteristics. 
We conduct extensive experiments on seven real-world benchmark datasets to demonstrate that our AutoSTG+ can find 
promising architectures and achieve significant prediction accuracy. We find that our AutoSTG+ still cost 12 hours for train-
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ing a well-performed model, which is a major bottleneck for us to explore its further use. In the future, we plan to achieve 
a preferable speed-accuracy trade-off by designing novel algorithms.
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