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Abstract—Spatio-temporal forecasting has a wide range of applications in smart city efforts, such as traffic forecasting and air quality prediction. Graph Convolutional Recurrent Neural Networks (GCRNN) are the state-of-the-art methods for this problem, which learn temporal dependencies by RNNs and exploit pairwise node proximity to model spatial dependencies. However, the spatial relations in real data are not simply pairwise but sometimes in a higher order among multiple nodes. Moreover, spatio-temporal sequences derived from nature are often regulated by known or unknown physical laws. GCRNNs rarely take into account the underlying physics in real-world systems, which may result in degenerated performance. To address these issues, we devise a general model called Mixed-Order Relation-Aware RNN (MixRNN+) for spatio-temporal forecasting. Specifically, our MixRNN+ captures the complex mixed-order spatial relations of nodes through a newly proposed building block called Mixer, and simultaneously addressing the underlying physics by the integration of a new residual update strategy. Experimental results on three forecasting tasks in smart city applications (including traffic speed, taxi flow, and air quality prediction) demonstrate the superiority of our model against the state-of-the-art methods. We have also deployed a cloud-based system using our method as the bedrock model to show its practicality.
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1 INTRODUCTION

In recent years, large quantities of sensors have been deployed in different locations to collectively sense the environment, generating massive geospatially-correlated and time-varying data. Such sensors’ readings have been termed spatio-temporal (ST) sequences, as shown in Figure 1(a). Notably, it is common that one sensor generates multivariate time series as it monitors different target conditions simultaneously. For instance, the loop detectors in Figure 1(b) report timely readings about the vehicles passing by as well as their travel speeds, providing insights for traffic management. Likewise, Figure 1(c) illustrates several air quality monitoring stations that constantly report the concentration of different pollutants, such as PM2.5 and PM10. In this paper, we study the problem of spatio-temporal forecasting which has facilitated a wide range of applications in smart cities, such as traffic forecasting [1], [2], [3], [4], air quality prediction [5], [6], [7], [8], and water quality prediction [9]. One key characteristic that must be considered in spatio-temporal forecasting is spatio-temporal dependencies. Primarily, a sensor’s future is highly conditioned on its previous states, demonstrating strong temporal dependencies. Recurrent Neural Networks (RNN) have become one of the most popular architectures for learning such sequential information due to their flexibility in capturing nonlinear relationships [10]. Moreover, the future readings of a sensor are often impacted by its neighbors’ histories. To model such structural relationships among sensor data, graph theory has long been adopted as a powerful tool, where the nodes denote sensors, and the edge weights represent the pairwise proximity measured by geographical distances. We thus use the term “node” and “sensor” interchangeably in the following parts. Based on this formulation, a new family of deep learning models called Graph Convolutional Recurrent Neural Networks (GCRNN) has achieved state-of-the-art performance in many spatio-temporal forecasting tasks [1], [4], [11], [12]. As its name suggests, they integrate Graph Convolutional Networks (GCN) [13] with RNNs, in which GCNs are employed as a basic building block to capture the spatial dependencies among sensors, and RNNs are applied to modeling the temporal dependencies.

Even though the above GCRNN methods have achieved promising results in ST forecasting, they only leverage the pairwise connections among data. In practice, the inter-sensor relationships are sometimes beyond pairwise (high-order relations among nodes, e.g., ternary, quaternary) and even much more complicated. Figure 2(a) shows an example of nine base stations at different locations with various land-use functions (e.g., 5, 6, 7, and 8 are in a business area), each of which reports the number of mobile users within a certain range. If a big sales promotion occurs in this business area, these four stations will simultaneously witness a rising

Abstract—Spatio-temporal forecasting has a wide range of applications in smart city efforts, such as traffic forecasting and air quality prediction. Graph Convolutional Recurrent Neural Networks (GCRNN) are the state-of-the-art methods for this problem, which learn temporal dependencies by RNNs and exploit pairwise node proximity to model spatial dependencies. However, the spatial relations in real data are not simply pairwise but sometimes in a higher order among multiple nodes. Moreover, spatio-temporal sequences derived from nature are often regulated by known or unknown physical laws. GCRNNs rarely take into account the underlying physics in real-world systems, which may result in degenerated performance. To address these issues, we devise a general model called Mixed-Order Relation-Aware RNN (MixRNN+) for spatio-temporal forecasting. Specifically, our MixRNN+ captures the complex mixed-order spatial relations of nodes through a newly proposed building block called Mixer, and simultaneously addressing the underlying physics by the integration of a new residual update strategy. Experimental results on three forecasting tasks in smart city applications (including traffic speed, taxi flow, and air quality prediction) demonstrate the superiority of our model against the state-of-the-art methods. We have also deployed a cloud-based system using our method as the bedrock model to show its practicality.

Index Terms—Spatio-Temporal Data Mining, Urban Computing, Reaction Kinetics, Physics-Informed Neural Networks.

1 INTRODUCTION

In recent years, large quantities of sensors have been deployed in different locations to collectively sense the environment, generating massive geospatially-correlated and time-varying data. Such sensors’ readings have been termed spatio-temporal (ST) sequences, as shown in Figure 1(a). Notably, it is common that one sensor generates multivariate time series as it monitors different target conditions simultaneously. For instance, the loop detectors in Figure 1(b) report timely readings about the vehicles passing by as well as their travel speeds, providing insights for traffic management. Likewise, Figure 1(c) illustrates several air quality monitoring stations that constantly report the concentration of different pollutants, such as PM2.5 and PM10. In this paper, we study the problem of spatio-temporal forecasting which has facilitated a wide range of applications in smart cities, such as traffic forecasting [1], [2], [3], [4], air quality prediction [5], [6], [7], [8], and water quality prediction [9]. One key characteristic that must be considered in spatio-temporal forecasting is spatio-temporal dependencies. Primarily, a sensor’s future is highly conditioned on its previous states, demonstrating strong temporal dependencies. Recurrent Neural Networks (RNN) have become one of the most popular architectures for learning such sequential information due to their flexibility in capturing nonlinear relationships [10]. Moreover, the future readings of a sensor are often impacted by its neighbors’ histories. To model such structural relationships among sensor data, graph theory has long been adopted as a powerful tool, where the nodes denote sensors, and the edge weights represent the pairwise proximity measured by geographical distances. We thus use the term “node” and “sensor” interchangeably in the following parts. Based on this formulation, a new family of deep learning models called Graph Convolutional Recurrent Neural Networks (GCRNN) has achieved state-of-the-art performance in many spatio-temporal forecasting tasks [1], [4], [11], [12]. As its name suggests, they integrate Graph Convolutional Networks (GCN) [13] with RNNs, in which GCNs are employed as a basic building block to capture the spatial dependencies among sensors, and RNNs are applied to modeling the temporal dependencies.

Even though the above GCRNN methods have achieved promising results in ST forecasting, they only leverage the pairwise connections among data. In practice, the inter-sensor relationships are sometimes beyond pairwise (high-order relations among nodes, e.g., ternary, quaternary) and even much more complicated. Figure 2(a) shows an example of nine base stations at different locations with various land-use functions (e.g., 5, 6, 7, and 8 are in a business area), each of which reports the number of mobile users within a certain range. If a big sales promotion occurs in this business area, these four stations will simultaneously witness a rising

Abstract—Spatio-temporal forecasting has a wide range of applications in smart city efforts, such as traffic forecasting and air quality prediction. Graph Convolutional Recurrent Neural Networks (GCRNN) are the state-of-the-art methods for this problem, which learn temporal dependencies by RNNs and exploit pairwise node proximity to model spatial dependencies. However, the spatial relations in real data are not simply pairwise but sometimes in a higher order among multiple nodes. Moreover, spatio-temporal sequences derived from nature are often regulated by known or unknown physical laws. GCRNNs rarely take into account the underlying physics in real-world systems, which may result in degenerated performance. To address these issues, we devise a general model called Mixed-Order Relation-Aware RNN (MixRNN+) for spatio-temporal forecasting. Specifically, our MixRNN+ captures the complex mixed-order spatial relations of nodes through a newly proposed building block called Mixer, and simultaneously addressing the underlying physics by the integration of a new residual update strategy. Experimental results on three forecasting tasks in smart city applications (including traffic speed, taxi flow, and air quality prediction) demonstrate the superiority of our model against the state-of-the-art methods. We have also deployed a cloud-based system using our method as the bedrock model to show its practicality.

Index Terms—Spatio-Temporal Data Mining, Urban Computing, Reaction Kinetics, Physics-Informed Neural Networks.

1 INTRODUCTION

In recent years, large quantities of sensors have been deployed in different locations to collectively sense the environment, generating massive geospatially-correlated and time-varying data. Such sensors’ readings have been termed spatio-temporal (ST) sequences, as shown in Figure 1(a). Notably, it is common that one sensor generates multivariate time series as it monitors different target conditions simultaneously. For instance, the loop detectors in Figure 1(b) report timely readings about the vehicles passing by as well as their travel speeds, providing insights for traffic management. Likewise, Figure 1(c) illustrates several air quality monitoring stations that constantly report the concentration of different pollutants, such as PM2.5 and PM10. In this paper, we study the problem of spatio-temporal forecasting which has facilitated a wide range of applications in smart cities, such as traffic forecasting [1], [2], [3], [4], air quality prediction [5], [6], [7], [8], and water quality prediction [9]. One key characteristic that must be considered in spatio-temporal forecasting is spatio-temporal dependencies. Primarily, a sensor’s future is highly conditioned on its previous states, demonstrating strong temporal dependencies. Recurrent Neural Networks (RNN) have become one of the most popular architectures for learning such sequential information due to their flexibility in capturing nonlinear relationships [10]. Moreover, the future readings of a sensor are often impacted by its neighbors’ histories. To model such structural relationships among sensor data, graph theory has long been adopted as a powerful tool, where the nodes denote sensors, and the edge weights represent the pairwise proximity measured by geographical distances. We thus use the term “node” and “sensor” interchangeably in the following parts. Based on this formulation, a new family of deep learning models called Graph Convolutional Recurrent Neural Networks (GCRNN) has achieved state-of-the-art performance in many spatio-temporal forecasting tasks [1], [4], [11], [12]. As its name suggests, they integrate Graph Convolutional Networks (GCN) [13] with RNNs, in which GCNs are employed as a basic building block to capture the spatial dependencies among sensors, and RNNs are applied to modeling the temporal dependencies.

Even though the above GCRNN methods have achieved promising results in ST forecasting, they only leverage the pairwise connections among data. In practice, the inter-sensor relationships are sometimes beyond pairwise (high-order relations among nodes, e.g., ternary, quaternary) and even much more complicated. Figure 2(a) shows an example of nine base stations at different locations with various land-use functions (e.g., 5, 6, 7, and 8 are in a business area), each of which reports the number of mobile users within a certain range. If a big sales promotion occurs in this business area, these four stations will simultaneously witness a rising
network is employed to approximate the derivatives of hidden states in MixRNN. As a result, MixRNN+ possesses continuous-time states which obey ODEs between successive time slots and can be updated upon new observations. In essence, this strategy can also be linked to recent advances that relate residual networks and ordinary/partial differential equations (ODEs/PDEs) [23], [24], [25], [26], [27]. Our residual update strategy not only helps the data-driven model (MixRNN) better generalized to different applications, but also enhances the interpretability by modeling the instantaneous rate of change of the hidden states.

In summary, our main contributions are four-fold:

- **MixRNN+:** We present a unified model that jointly considers the mixed-order spatial relations and the continuous-time hidden dynamics for spatio-temporal forecasting. A cloud-based system for urban flow management has been built to demonstrate its practicality.
- **Mixed-order spatial relation learning:** We introduce a new module for jointly capturing the pairwise and high-order spatial relations among sensors via different branches, which can be easily integrated into existing architectures including both RNNs and CNNs.
- **Physics-informed learning:** We couple physical laws (i.e., reaction kinetics) with the strong modeling capacity of a data-driven deep learning model to embrace both interpretability and accuracy.
- **Generalizability:** We evaluate our method on three typical tasks in smart cities using real-world datasets. Extensive experiments verify that our model displays very competitive performance compared to the state of the art.

2 PRELIMINARY

2.1 Notations

**Definition 1 (Spatio-temporal sequence):** Let \( X_t \in \mathbb{R}^{N \times D} \) denote the signal observed from \( N \) sensors at a certain time \( t \), where \( D \) is the number of measurements. Each entry \( x_{ij} \) indicates the value of the \( j \)-th measurement of sensor \( i \).

**Definition 2 (Graph):** Generally, geo-sensors are interconnected with each other through an explicit network (e.g., loop detectors in road networks) or underlying structure measured by Euclidean distance (e.g., air quality stations in urban areas). We represent such prior knowledge as a directed graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathcal{A}) \), where \( \mathcal{V} \) is a set of sensors and \( \mathcal{E} \) is a set of edges. \( \mathcal{A} \in \mathbb{R}^{N \times N} \) is a weighted adjacency matrix, describing the proximity between different nodes.

**Definition 3 (Hypergraph):** Similar to the adjacency matrix in conventional graphs, we can use an incidence matrix \( B \in \mathbb{R}^{N \times M} \) to represent the underlying hypergraph structure among data, where each element \( b_{ij} \) is the likelihood that node \( i \) belongs to hyperedge \( H_j \) and \( M \) is the number of hyperedges. As it is very difficult to pre-define the hypergraph structure among sensors, we generate it during the model training, which will be detailed in Sec. 4.2.

**Problem Statement.** Given a graph \( \mathcal{G} \) and historical observations of all sensors from the past \( T \) time steps, our target is to learn a function \( f(\cdot) \) that predicts \( D' \) measurements over the next \( \tau \) steps:

\[
[X_{1:T}, \mathcal{G}] \xrightarrow{f(\cdot)} Y_{1:T},
\]

where \( X_{1:T} \in \mathbb{R}^{N \times D \times T} \) and \( Y_{1:T} \in \mathbb{R}^{N \times D' \times \tau} \).
2.2 Graph Convolutional Recurrent Neural Networks

Recently, GCRNN has been one of the state-of-the-art methods for ST forecasting thanks to its power in capturing ST dependencies. GCRNN factorizes the modeling of spatial and temporal domains by using GCNs for spatial learning and RNNs for temporal learning, which is formulated as:

\[ r_t = \sigma (\text{GCN}_r (X_t, H_{t-1}) + b_r) , \]
\[ u_t = \sigma (\text{GCN}_u (X_t, H_{t-1}) + b_u) , \]
\[ C_t = \tanh (\text{GCN}_c (X_t, (r_t \odot H_{t-1}) + b_c) , \]
\[ H_t = u_t \odot C_t + (1 - u_t) \odot H_{t-1} , \]

where \( X(t) \) and \( H(t) \) indicate the input and output at time \( t \); GCN is a function for learning spatial dependencies, such as a standard GCN [13] and diffusion convolution [1]; \( r_t \) and \( u_t \) are reset gates and update gates of GRUs [28]; \( b_r, b_u, b_c \) are the biases and 1 is an all-one matrix; \( \sigma \) is the sigmoid function and \( \odot \) denotes the Hadamard product. In this formulation, the hidden states \( H \) are recurrently updated based on the previous states along the time axis, considering the contextual information from spatial domains as well.

3 RELATED WORKS

3.1 Deep Learning for Graph & Hypergraph

A graph is a structure amounting to a set of objects in which some pairs of objects are in some sense “related”. GCNs are popular building blocks for learning such graph-structured data [29], which can be categorized into spectral-based and spatial-based approaches. Spectral-based methods [13], [30] focus on the design of a fast approximation of spectral convolutions on graphs. Within the latter class [1], [31], [32], the convolution operation is defined in the groups of spatially close nodes. Though effective, graphs encounter challenges in describing more complex data, e.g., high-order relations among multiple nodes. A hypergraph is a generalization of a graph in which an edge can join any number of vertices, allowing us to model high-order correlations among different nodes. This new concept was first studied in [20] and revealed greater potential than a conventional graph in modeling real-world data. Then, [21], [33] generalized the convolution operation from graphs to hypergraphs, i.e., hypergraph convolutional networks (HGCN). These models cannot be directly applied for modeling ST sequences, since they mainly focus on feature aggregation in the spatial domain while overlooking the temporal dependencies.

3.2 Spatio-Temporal Forecasting

3.2.1 Traditional physical models

Learning spatio-temporal dynamics of a system to forecast the future is crucial to fields as diverse as physics and environics. To this end, traditional physical models assume that a dynamic system is driven by certain physical laws, represented as ordinary or partial differential equations (ODEs/PDEs) that dominate the whole process irrespective of time or locations. Among these models, reaction kinetics is the most representative to analyze a dynamic system [15], [16], [17], [18], [19]. For example, [15] described both bulk and wall chlorine decay via simple first-order decay kinetics with linear dynamics. [19] modeled the instantaneous change of the traffic data using linear ODEs. [34] presented a numerical method to model kinematic wave (KW) traffic streams containing slow vehicles. Despite their success, most of these studies were built on strong domain knowledge, including extensive computation overheads when solving ODEs/PDEs by numerical methods.

3.2.2 Data-driven approaches

The second category is data-driven prediction models which learn from historical data to enable a system to give a desired output. Compared to classic physical models, data-driven methods have demonstrated their advantages in both effectiveness and flexibility in many applications [8], [9], [35]. Typically, autoregression models (e.g., ARIMA [36] and VAR [37]) have been widely applied for time series prediction. They however rely on the stationary assumption and show inferiority in learning non-linearity [7]. With recent advances in deep learning techniques, spatio-temporal graph convolutional networks have been the dominant class for ST sequence prediction, following two paradigms. They either integrate GCNs with RNNs [1], [4], [12], [38], [39] or CNNs [3], [40], [41], [42], [43], [44], in which GCNs are used as basic building blocks to capture the spatial dependencies while RNNs or CNNs are used for modeling the temporal dependencies. Meanwhile, capturing the high-order relations among multiple nodes is crucial to ST forecasting as well. To this end, [22] proposed HGCRNN by integrating hypergraph convolutions with RNNs to jointly learn the high-order spatial relations and temporal dynamics in ST sequence data. However, HGCRNN fails to capture the lower-order (i.e., pairwise) relations without adding very restrictive constraints, and also ignores the underlying physics. To tackle these issues, we devise the intermediate model MixRNN, which will be introduced in Sec. 4.

3.3 Physics-Informed Deep Learning

Physics-Informed Neural Networks (PINN) are a new family of models that attempts to couple physical knowledge with the strong capacity of data-driven models. For instance, some pioneering studies introduced a physics-based regularization to guide the training of neural networks in lake temperature modeling [46], [47]. [48] presented a warping scheme with physical constraints for sea surface temperature prediction, but only suitable for the dynamic system that obeys general advection-diffusion principles. [49] further adopted a hybrid learning paradigm for turbulence modeling by marrying turbulent flow simulation with neural networks. However, using such certain physical constraints makes it hard to generalize to various applications.

In addition, there is another line of works linking differential equations with neural networks [24], [25], leading to the integration of ODEs, that is seen as continuous residual networks [50]. Following them, researchers started to apply this paradigm for the simulation of multivariate time series, such as irregular time series [27], hydropower generation [51] and reservoir inflows [52]. However, none of these methods can be directly applied to large-scale ST sequences as they are limited to low-dimensional ST time series and cannot well handle the spatial dependencies among a
large number of sensors. In this paper, by assuming that the dynamic system is driven by reaction kinetics, we further enhance the proposed MixRNN with physical knowledge by a novel residual update strategy. This new model termed MixRNN+ will be delineated in Sec. 5.

4 Mixed-Order Relation-Aware RNNs

Figure 4 illustrates the framework of MixRNN, which follows the paradigm of the encoder-decoder architecture [53]. Firstly, we leverage a MixRNN as the encoder to transform the historical observations \(X_{1:T}\) into hidden states. In each MixRNN cell (i.e., at each time step), we replace the matrix multiplications in standard RNNs with the proposed Mixer block to learn the spatio-temporal dependencies. Compared with the GCRNN-based models that only consider the pairwise relations, our cell can jointly capture different orders of relations among data. Subsequently, we feed the last encoder state \(H_T\) as the initial state of the MixRNN decoder to generate the predictions \(\hat{Y}_{1:T}\) step by step. We will describe each model component in the following sections.

\[
\begin{align*}
\text{Encoder} & : \quad X_1, X_{i+1}, X_T \\
H_T & : \quad \text{Output hidden state} \\
\text{Decoder} & : \quad \hat{Y}_1, \hat{Y}_2, \hat{Y}_3, \ldots
\end{align*}
\]

Fig. 4: Framework of MixRNN.

4.1 MixRNN Cell

As shown in Figure 3(a), the target of a MixRNN cell is to holistically capture both temporal and spatial dependencies by combining the previous hidden states and the current input. We follow the idea of a variant of RNN called Gate Recurrent Units (GRU) [54] using gating mechanisms to control the contribution of the previous state \(H_{t-1} \in \mathbb{R}^{N \times F}\) and the current observation \(X_t \in \mathbb{R}^{N \times D}\). Specifically, a MixRNN cell is formulated as:

\[
r_t = \sigma(\phi_r(X_t, H_{t-1}) + b_r),
\]

\[
u_t = \sigma(\phi_u(X_t, H_{t-1}) + b_u),
\]

\[
c_t = \tanh(\phi_c(X_t, (r_t \odot H_{t-1})) + b_c),
\]

\[
H_t = u_t \odot c_t + (1 - u_t) \odot H_{t-1},
\]

where \(r_t \in \mathbb{R}^{N \times F}\) and \(u_t \in \mathbb{R}^{N \times F}\) are reset gates and update gates to control which information should be passed to the output. \(b_r, b_u, b_c\) are the biases and \(I\) is an all-one matrix with equal size to \(H_t, \phi_r, \phi_u\) and \(\phi_c\) are non-shared Mixer operators for modeling mixed-order relations among nodes in the spatial domain.

4.2 Mixer: Mixed-Order Relation Learning

The key element of a MixRNN cell is the Mixer block applied at each time step. As shown in Figure 3(b), it aims to learn the pairwise and high-order relations by GCNs and HGCNs separately in different branches, given the observed signals \(X_t\) at time \(t\) and the last hidden state \(H_{t-1}\). Once we obtain the updated node features from these branches, the last step is to fuse them by element-wise addition. Compared with the previous studies [1], [22], our Mixer presents the first attempt to explicitly capture different orders of relations within one building block.

4.2.1 High-order Relation Learning

In real-world systems, the relationships between objects can be high-order, beyond pairwise formulation [33]. A hypergraph is a natural solution to model such characteristics, in which each hyperedge can jointly connect multiple vertices. Recall that we employ an incidence matrix \(B\) to represent the underlying hypergraph structure among data, where each element \(b_{ij}\) is the likelihood (not binary indicators) that node \(i\) belongs to hyperedge \(j\). Motivated by HGCRNN [22] for ST forecasting, we modify HGCNs for high-order relation modeling as the first branch of MixNet. For simplicity, we concatenate \(X_t\) and \(H_{t-1}\) to be \(P_t \in \mathbb{R}^{N \times (F + D)}\) as the input of both branches. Figure 3(b) shows the pipeline of high-order relation modeling, which contains three steps:

(a) Hypergraph Construction.

One major issue of HGCRNN is that its performance relies heavily on the quality of the hypergraph structure. However, in practice, we have no ground truth of the hypergraph describing the high-order relations among data. HGCRNN...
requires extensive expert knowledge to engineer a hypergraph construction for each application or dataset, which largely reduces its practicality. Moreover, the spatial correlations in ST sequence data are highly dynamic, changing over time [7], [55]. Using a fixed hypergraph structure across all time steps as HGCRNN does will degrade the performance.

In this paper, we solve this problem by adaptively generating the hypergraph structure (i.e., the incidence matrix \( \mathbf{B}_t \)) at an arbitrary time \( t \) using a 2-layer GCN \( \psi \):

\[
\mathbf{B}_t = \text{softmax}(\psi(\mathbf{P}_t)),
\]

where \( \text{softmax} \) is similar to applying normalization in each hyperedge, which guarantees that the sum of each column equals one. When creating hyperedges, such transformation not only considers the similarity between the time series readings at different locations, but also captures the spatial proximity between nodes via GCNs. In this way, we can easily achieve a dynamic hypergraph at different time. Compared with HGCRNN, our data-driven hypergraph is more flexible and can be easily adapted to a variety of real-world tasks. It is worth noting that we do not need to introduce an additional regularizer such as a clustering loss [56] to guide the learning of \( \psi \), because the regularizer might restrict modeling capacity [13] and cause extra training issues (see more details in Sec. 6.3.4).

(b) Node-to-Hyperedge Aggregation.

After the hypergraph construction, the next step is node-to-hyperedge aggregation. Instead of using complex or time-consuming operations like attention mechanisms [7], [22], [33], we produce the features of each hyperedge by directly consuming operations like attention mechanisms [7], [22], [33].

After the hypergraph construction, the next step is node-to-hyperedge aggregation. Analogy to the former step, we implement the node-to-hyperedge mapping function as a linear combination (a.k.a weighted global pooling) of node features such that the new features can aggregate information from multiple locations.

(c) Hyperedge-to-Node Aggregation.

Once we obtain the features of \( M \) hyperedges, the final step is to update the features of each node by aggregating their related hyperedge features, Figure 3(b) illustrates how we achieve this. Analogy to the former step, we implement the node-to-hyperedge by matrix multiplication as

\[
\mathbf{E}_t = \text{Aggregate}_{n2h}(\mathbf{B}, \mathbf{P}_t) = \mathbf{B}_t^\top \mathbf{P}_t \mathbf{W}_e,
\]

where \( \mathbf{E}_t \in \mathbb{R}^{M \times F} \) denotes the the features of \( M \) hyperedges; Meanwhile, we employ learnable parameters \( \mathbf{W}_e \in \mathbb{R}^{(F+D) \times F} \) for an additional feature transformation. In other words, we formulate the node-to-hyperedge mapping function as a linear combination (a.k.a weighted global pooling) of node features such that the new features can aggregate information from multiple locations.

4.2.2 Pairwise Relation Learning

On the other hand, pairwise relations also play an important role in the prediction task. The modern tool for learning such structural relations is GCNs. For example, [1] presented the first attempt to introduce diffusion convolutions for traffic forecasting by relating traffic flow to a diffusion process. Following this study, we use diffusion convolutions to model the pairwise relationships among the directed graph. Let \( \mathbf{D}_O \) and \( \mathbf{D}_I \) denote the out- and in-degree matrix based on \( \mathbf{A} \). We characterize the diffusion process by a random walk on \( \mathcal{G} \) and a state transition matrix \( \mathbf{D}_O^{-1} \mathbf{A} \). Noticing that it is also necessary to model the information from the upstream nodes, we formulate the pairwise relations by considering the bidirectional diffusion process as

\[
\mathbf{Z}_t^{\text{pair}} = \sum_{k=1}^{K} \left( \theta_{k,1} (\mathbf{D}_O^{-1} \mathbf{A})^k + \theta_{k,2} (\mathbf{D}_I^{-1} \mathbf{A}^\top)^k \right) \mathbf{P}_t \mathbf{W}_p,
\]

where \( k \) is the diffusion step; \( \theta \in \mathbb{R}^{K \times 2} \) assigns trainable weights to each diffusion step and \( \mathbf{W}_p \in \mathbb{R}^{(F+D) \times F} \) is for feature conversion. By this, we simulate the pairwise diffusion process from both directions to update the node features in this branch. We set \( K = 2 \) in our experiments to consider the 2-hop neighbors of each node. Besides, a self-loop is added to \( \mathbf{A} \) to allow our model learning self relations. Finally, we fuse the updated features from both branches to obtain the output of a Mixer block:

\[
\mathbf{Z}_t = \text{LayerNorm}(\mathbf{Z}_t^{\text{high}} + \mathbf{Z}_t^{\text{pair}}),
\]

where \( \text{LayerNorm} \) is a layer normalization layer [57] performed for faster training.

4.2.3 Generalization to Other Models

MixRNN can be easily generalized to existing models for structural relation modeling. By turning off one of the branches, it will be degraded to a GCN or an HGCRNN, respectively. In the high-order branch, our method does not need heavy human effort to determine the hypergraph structure compared to HGCRNN. Although MixRNN has one more branch than a GCRNN or an HGCRNN, we find that they require very close computation time in practice (see Sec. 6.4). Apart from RNNs, our Mixer can also be easily integrated with existing CNN network architectures [2], [3] and achieves promising improvements (see Sec. 6.3.3). Thus, it has great potential in a wide range of applications, especially in multi-modal data with complex relationships between objects.

4.3 Encoder-Decoder & Optimization

For multi-step ahead forecasting, we employ the sequence-to-sequence architecture [53] where both encoder and decoder are the proposed MixRNNs. Scheduled sampling [58] is employed to alleviate the discrepancy between the input distributions of training phase and testing phase. As MixRNN provides an end-to-end mapping from the historical data to the predictions and is differentiable everywhere, we can train the whole network with the back-propagation rule. During the training phase, the Adam optimizer [59] is used to minimize the Mean Absolute Error (MAE) between the prediction results \( \hat{\mathbf{Y}}_{1:t} \) and the ground truth \( \mathbf{Y}_{1:t} \):

\[
L(\Theta) = \frac{1}{\tau ND'} \sum_{t=1}^{T} \sum_{i=1}^{N} \sum_{j=1}^{D'} |\hat{y}_{tij} - y_{tij}|,
\]

where \( \Theta \) are all trainable parameters in MixRNN.
5 PHYSICS-INFORMED MIXRNNs

Recall that MixRNN allows us to jointly capture the mixed-order spatial relations and the temporal dependencies in ST sequences. To enable physics-informed learning, we further couple the intermediate model MixRNN with continuous-time dynamics that are driven by reaction kinetics. Figure 5 depicts the framework of the advanced model, where two MixRNNs are used as the encoder and decoder respectively. As can be seen in Figure 5, MixRNN+ possesses continuous states which obey an ordinary differential equation (ODE) between successive steps, and can be updated upon observations. This new feature is the major difference against MixRNN as shown in Figure 4. To achieve this, we present a simple yet effective residual update strategy, in which a neural network is used to infer the instantaneous rate of change of the hidden states at any time.

\[
\begin{align*}
\frac{dx}{dt} &= f(x, t), \\
\theta &= \text{parameters of a neural network } f \text{ from a mathematical viewpoint, the intermediate state } \hat{H}_t \text{ can be interpreted as the left limit of the current state } H_t. \text{ In contrast to reaction kinetics in Eq. 10 that compute the derivative based on a pre-defined function } f, \text{ we parameterize the derivative of hidden states by a trainable neural network } f_\theta. \text{ Note that computing } \hat{H}_t \text{ is equivalent to solving an ODE, we thereby employ a numerical black-box ODE solver (here it is the Euler method, a first-order numerical procedure for solving ODEs with a given initial value) to iteratively obtain the target state in Eq. 12 as:}
\end{align*}
\]

\[
\hat{H}_{t+\Delta t} = H_t + \Delta t \cdot f_\theta(H_t, \tau),
\]

where \(\tau \in [t-1, t)\) and \(\Delta t\) is a hyperparameter to control the temporal resolution. This operation allows our model to generate hidden states at an arbitrary frame rate, leading to continuous-time dynamics. Since Eq. 14 updates its hidden state \(H_t\) based on the residual \(\Delta t \cdot f_\theta(H_t, \tau)\), we call this strategy residual update (ResUpdate), and for simplicity rewrite it as

\[
\hat{H}_t = \text{ResUpdate}(f_\theta, H_{t-1}, (t-1, t)).
\]

Comparison with ResNet. Our residual update strategy can also be interpreted as a continuous version of ResNet for deep residual learning [50]. Formally, a residual layer updates the hidden state at the \(t\)-th layer by using a transformation \(f_i\) over the previous state, computed as \(H_i = H_{i-1} + f_i(H_{i-1}).\) In contrast to ResNet, our ResUpdate (Eq. 14) has the following differences:

- The primary distinction is that, the rationale of ResUpdate is coupling reaction kinetics into RNN to derive continuous hidden dynamics between observations, rather than forming a very deep neural network by mitigating the gradient issue as ResNet does.
The second difference is that ResUpdate has shared parameters across all layers. Without weights and biases depending on time, the transformation in ResUpdate is defined for all \( t \), giving us a continuous expression for the derivative of the function we are approximating.

The third difference is that, because of shared weights, there are much fewer parameters in a ResUpdate than in an ordinary ResNet. For example, assuming the number of evaluation steps between observations is \( N_e \), there would be \( N_e \) times the number of parameters in a ResNet compared to a ResUpdate.

In addition, we conduct some experiments to study the effects of ResUpdate vs. ResNet on three datasets. See Sec. 6.3.5 for experimental results and related discussion.

5.3 Procedure of MixRNN+

We present a physics-informed approach called MixRNN+ by integrating MixRNN with the residual update strategy, which not only enables the data-driven model MixRNN to have continuous-time dynamics, but also enhances the interpretability by modeling the instantaneous rate of change. Algorithm 1 illustrates the procedure of MixRNN+. Recall that \( H_t \in \mathbb{R}^{N \times F} \) denotes the hidden states of all nodes at a given time \( t \). First, the initial hidden states are set all zeros in line 1. For each observation time \( t \), we compute the intermediate state \( H_t \) by our residual update rule based on the integration of \( \Delta H_t \) (see line 3). After that, we compute the current hidden states using a MixRNN cell in line 4. In other words, we update the hidden states upon new observations \( X_t \) by jointly considering the mixed-order spatial dependencies and the continuous historical states. During the training phase, we employ the same setting (e.g., schedule sampling, optimizer, and loss) as MixRNN, detailed in Sec. 4.3.

As \( f_0 \) determines the evolution of the hidden states, we need to pay more attention to the design of \( f_0 \). The simplest way is a multi-layer perceptron (MLP) that updates a node’s current state fully based on its previous state, rather than considering the impacts of all nodes at each evaluate step. We can also use a 2-layer GCN as \( f_0 \) to allow message passing between a node and its neighbors at each residual update, or employ a Mixer block to capture mixed-order spatial relations at once. We test different settings of \( f_0 \) and they achieve very similar performances on three real-world datasets. Therefore, we represent \( f_0 \) as an MLP since we have already modeled the spatial dependencies by the Mixer block in the MixRNN cell. The other reason is to reduce the computational costs and memory usage caused by the message passing scheme like GCNs.

5.4 Encoder-Decoder & Optimization

MixRNN+ shares the same manner to perform predictions as MixRNN, i.e., using an encoder-decoder architecture. The training strategy, including optimizer and schedule sampling, is also identical. Given the prediction results \( \hat{Y}_{1:T} \) and the ground truth \( Y_{1:T} \), we utilize MAE as the loss function to train MixRNN+, computed as:

\[
L(\Theta) = \frac{1}{TND'} \sum_{t=1}^{T} \sum_{i=1}^{N} \sum_{j=1}^{D'} |\hat{y}_{tij} - y_{tij}|, \tag{16}
\]

where \( \Theta \) are all trainable parameters in our model.

5.5 Discussion

5.5.1 Comparison to Existing Methods

We appreciate the contributions of GCRNN and HGCRNN in modeling spatio-temporal (ST) sequences, and build our model based on them. Next, we emphasize how our MixRNN+ differs. Additionally, we compare our method with CNN-based approaches as well.

Comparison to GCRNNs. In Sec. 1, we have introduced two limitations of GCRNNs in spatio-temporal forecasting: 1) GCRNNs have difficulty with addressing high-order spatial relations; 2) GCRNNs have overlooked underlying physical knowledge. To overcome these issues, we empower the RNN-based methods by integrating the two proposed components, including the Mixer block for capturing mixed-order relations, and the residual update strategy for learning continuous hidden dynamics. In other words, our approach is built on GCRNNs and our major contributions include the two novel components.

Comparison to HGCRNNs. We draw inspiration from HGCRNNs to capture high-order relations using hypergraph convolutions, however, the branch of high-order relation modeling in the Mixer block is not identical to HGCRNN. The major difference is that our Mixer block constructs hypergraph structures adaptively depending on the input data, whereas HGCRNN requires extensive human engineering to obtain such structures (see Sec. 4.2.1). Besides, the aggregation method in HGCRNN is based on an averaging function, while ours uses matrix multiplication.

Comparison to CNN-based Methods. Besides RNN-based methods, MixRNN+ differs from CNN-based methods (e.g., STGCN [2], Graph WaveNet [3], and MTGNN [60]) mainly in the way it captures temporal dependencies. In terms of spatial dependencies, the mixed-order relations consisting of both pairwise and high-order relations are still less explored in the literature of CNN-based methods.

5.5.2 Can Residual Update Improve CNN-based Models?

It is worth noting that our residual update strategy can be only integrated into RNN-based approaches, as it seeks to infer continuous hidden dynamics between two observations (see the comparison between Figure 4 and 5). In the CNN-based methods such as GWNet and MTGNN, there is no state transformation between two consecutive time steps (i.e., no internal state across different time steps), which indicates such a strategy cannot be integrated into these approaches for further improvements.
6 EXPERIMENTS

6.1 Experimental Settings

6.1.1 Tasks & Datasets

To show the generalizability of the proposed models, we evaluate them on three popular tasks in smart city efforts:

- **Traffic speed forecasting**: We first use a traffic benchmark called METR-LA [1] to evaluate our approach. It reports the 4-month readings of traffic speed from 207 loop detectors on the highways of Los Angeles County. The traffic speed readings are ranging from Mar 1st 2012 to Jun 30th 2012 and aggregated into 5-minute windows.

- **Air quality prediction**: We also adopt the Beijing Air Quality Dataset (AirBJ) [7] for evaluation. Specifically, the concentration of several air pollutants (e.g., PM$_{2.5}$, SO$_2$, and CO) together with some meteorological readings (e.g., temperature) are collected by 35 sensors every hour in Beijing. We make predictions on the concentration of PM$_{2.5}$, which is the primary air pollutant in most cases [5], [6].

- **Crowd flow forecasting**: The TaxiNYC dataset derives from taxi trajectories in New York City (NYC) [61]. The authors partitioned NYC into 100 irregular regions based on the technique of morphological image processing, and then compute the crowd flow by projecting the GPS trajectories into these regions. Here, we follow the authors to collectively forecast the inflow and outflow of all regions.

Table 1 provides the details of the datasets. Following [1], [3], we forecast the target series over the next 12 time steps based on the previous 12 steps in all tasks. Each dataset is partitioned in chronological order with 70% for training, 10% for validation and 20% for testing. We also combine the inputs with the time of day to make predictions. Z-score normalization is applied to the model inputs for fast convergence. To construct the graphs, we compute the network distances between sensors and build the adjacency matrix using the thresholded Gaussian kernel method [1].

Table 1: Dataset statistics.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>METR-LA</th>
<th>AirBJ</th>
<th>TaxiNYC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Traffic speed</td>
<td>Air quality</td>
<td>Crowd flow</td>
</tr>
<tr>
<td>#Instances</td>
<td>34,272</td>
<td>28,752</td>
<td>48,121</td>
</tr>
<tr>
<td># Interval</td>
<td>5 minutes</td>
<td>1 hour</td>
<td>1 hour</td>
</tr>
<tr>
<td>Start time</td>
<td>03/01/2012</td>
<td>08/20/2014</td>
<td>01/01/2011</td>
</tr>
<tr>
<td>End time</td>
<td>06/30/2012</td>
<td>11/30/2017</td>
<td>06/30/2016</td>
</tr>
<tr>
<td>#Edges</td>
<td>207</td>
<td>35</td>
<td>100</td>
</tr>
<tr>
<td>#Nodes</td>
<td>1,515</td>
<td>302</td>
<td>484</td>
</tr>
<tr>
<td>In/Output Dim</td>
<td>2/1</td>
<td>19/1</td>
<td>3/2</td>
</tr>
</tbody>
</table>

Table 2: Model characteristics. Cont. denotes continuous.

<table>
<thead>
<tr>
<th>Model</th>
<th>Year</th>
<th>Spatial</th>
<th>Temporal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>pairwise</td>
<td>high-order</td>
</tr>
<tr>
<td>ARIMA</td>
<td>1970</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>VAR</td>
<td>2006</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>STGCN</td>
<td>2018</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>GWNet</td>
<td>2019</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>MTGNN</td>
<td>2020</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>FC-LSTM</td>
<td>1997</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>DCRNN</td>
<td>2017</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>HGCRNN</td>
<td>2020</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>MixRNN</td>
<td>2021</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>MixRNN+</td>
<td>2021</td>
<td>✔</td>
<td>✔</td>
</tr>
</tbody>
</table>

6.1.2 Baselines

We compare our model with eight baselines that belong to the following three classes:

- **Traditional data-driven models**: ARIMA [36] and VAR [37] are two well-known shallow autoregression models.

- **CNN-based approaches**: STGCN [2], Graph WaveNet (GWNet for short) [3] and MTGNN [60] integrate GCNs with 1D temporal convolutions to capture the spatio-temporal dependencies. We also set them as baselines.

- **RNN-based methods**: Since our methods are based on RNNs, we compare them with the existing RNN-based models introduced in Sec. 3.2.2, including FC-LSTM [62], DCRNN [1] and HGCRNN [22].

In Table 2, we further present the characteristics of these models. For example, ARIMA and FC-LSTM only consider the recent time slots within each node while ignoring the spatial correlations. CNN-based models including DCRNN, GWNet and MTGNN can capture the pairwise relationships but overlook higher-order relationships among multiple nodes. Only MixRNN+ can jointly capture the mixed-order spatial relations and the continuous temporal dynamics.

6.1.3 Implementation Details & Hyperparameters

**Our Models.** We implement our model by PyTorch 1.1 with a Quadro RTX 6000 GPU, where the batch size is 64. The learning rate starts from 0.01 and reduces to $\frac{1}{512}$ at epoch 10, 40 and 70. For the hidden dimensionality $F$, we conduct a grid search over $\{16, 32, 64, 96, 128\}$. As introduced in Sec. 5.3, the function $f_D$ for approximating the derivative is a 3-layer MLP with $F$ hidden units in each fully-connected layer. Note that setting $\Delta t$ is equivalent to specifying the number of evaluations $N_e$ between observations. We set $N_e$ to 10 in our experiments for a trade-off between performance and speed. Since our model generates the hypergraph structure through model training, we also test different numbers of hyperedges ($M$) in our experiments.

**Baselines.** Next, we introduce the implementation details of the deep-learning-based methods. On METR-LA, DCRNN, STGCN, GWNet and MTGNN are the previous and recent state-of-the-art methods. We therefore employ the default settings by their authors on this dataset. For FC-LSTM, we stack two LSTM layers and set the hidden dimensionality to 64. For HGCRNN without public code, we implemented it by ourselves. To be more specific, we use stacked HGCRNN with two layers, where the number of hidden units is 64.

As the baselines were not previously examined on AirBJ and TaxiNYC, we search the best hyperparameters for them, respectively. For the RNN-based approaches (FC-LSTM, DCRNN and HGCRNN), we conduct a grid search over the number of RNN layers (ranging from 1 to 3) and its hidden dimensionality (over $\{16, 32, 64, 128\}$). For the CNN-based methods, we conduct a grid search for the number of channels in their blocks over $\{16, 32, 64, 128\}$. Besides, we need to tune whether to utilize adaptive adjacency matrix for GWNet and MTGNN. After tuning hyperparameters, we observe that most of the methods have similar parameter sizes on all these datasets, e.g., ranging from 200K to 400K on AirBJ, with the only exception of STGCN which is a simple yet effective model. Meanwhile, merely increasing the parameter size (i.e., capacity) cannot always bring gains...
on the prediction tasks, because of the overfitting problem. For example, using a STGCN with 528K parameters cannot even outperform its small version with 179K parameters on METR-LA.

6.1.4 Evaluation Metrics

We adopt two popular metrics in regression tasks [1], [3] to evaluate the model performance, including mean absolute error (MAE) and root mean squared error (RMSE). Smaller metric scores indicate better model performance. We do not use Mean Percentage Errors since there are a large number of entries that equal to zero in the second and third dataset. Missing values are excluded when calculating these metrics.

6.2 Model Comparison

For each dataset, we run each method 5 times and report the mean results of 3, 6 and 12 step-ahead forecasting in Table 3. To be fair, we present the best performance of each method under different hyperparameter settings. For example, we report MixRNN+ with $F = 64$ and $M = 60$ on METR-LA.

It can be seen that MixRNN+ consistently outperforms the baselines over both metrics in most cases, with the only exception of for one entry on AirBj. These improvements are significant according to the Student’s t-test at level 0.01. Such improvements are more obvious on long-term forecasting since predicting a longer horizon (e.g., 12-step ahead) is far more challenging than a shorter horizon (e.g., 3-step ahead). From the table, we also have the following observations. First, deep learning-based methods exhibit much fewer errors than ARIMA/VAR due to their capability of learning non-linear relationships. Second, FC-LSTM, ODERNN and LatentODE perform much worse than other DL methods, revealing the importance of capturing the spatial dependencies in such applications. Third, MixRNN bests DCRNN and HGCRNN over all future horizons, which shows the superiority of our Mixer block that jointly models the pairwise and high-order spatial relations. Meanwhile, we find that learning pairwise relations is more useful than high-order relations on METR-LA and TaxiNYC, but obtain the opposite results on AirBj by comparing DCRNN and HGCRNN. This fact corroborates the motivation of using our Mixer block for learning both of them. Despite the fact that the CNN-based approaches like STGCN and GWN+ achieve higher accuracy than the RNN-based baselines on the whole, MixRNN+ still outperform the CNN-based models by virtue of coupling MixRNNs with the physical laws. The results of MixRNN+ vs. MixRNN will be further discussed later.

Additionally, we find that the baselines and the proposed model perform similarly on short-term prediction, while being distinctive on long-term prediction. Prior investigations have found similar observations (small gains on short-term prediction) [2], [3], [60], [63]. The major reason, we argue, is that the task of short-term prediction is much simpler than long-term forecasting, which makes all models produce extremely close results on short-term prediction. For an easy task (predicting the value at the next time step), even a very simple model such as an LSTM can achieve adequate performance, i.e., the predictive accuracy between an easy model and ours is not distinguishable. Conversely, when predicting on a long-term horizon, the simple model finds it incredibly difficult to compete with our models due to its lower model capacity and worse generalization ability.

![Fig. 6: The prediction curves of our models on the 158-th sensor on METR-LA. The y axis is the traffic speed (m/s).](image)

**TABLE 3: Model comparison of 12-step ahead prediction over the three datasets, where we use bold and underline fonts to highlight the best and the second best performance, respectively. We train and test each method five times, and present results using the format: “mean ± standard deviation”.**

<table>
<thead>
<tr>
<th>Methods</th>
<th>ARIMA</th>
<th>VAR</th>
<th>STGCN</th>
<th>GWN</th>
<th>MTGNN</th>
<th>FC-LSTM</th>
<th>DCRNN</th>
<th>HGCRNN</th>
<th>MixRNN</th>
<th>MixRNN+</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>METR-LA</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3.19 ± 0.03</td>
<td>3.05 ± 0.01</td>
<td>2.73 ± 0.01</td>
<td>2.68 ± 0.01</td>
<td>2.69 ± 0.01</td>
<td>2.98 ± 0.02</td>
<td>2.73 ± 0.01</td>
<td>2.79 ± 0.01</td>
<td>2.65 ± 0.01</td>
<td>2.63 ± 0.01</td>
</tr>
<tr>
<td>6</td>
<td>5.96 ± 0.04</td>
<td>5.84 ± 0.01</td>
<td>5.29 ± 0.01</td>
<td>5.15 ± 0.02</td>
<td>5.18 ± 0.02</td>
<td>5.92 ± 0.02</td>
<td>5.25 ± 0.02</td>
<td>5.41 ± 0.03</td>
<td>5.10 ± 0.02</td>
<td>5.06 ± 0.02</td>
</tr>
<tr>
<td>12</td>
<td>7.94 ± 0.05</td>
<td>7.71 ± 0.01</td>
<td>6.40 ± 0.03</td>
<td>6.16 ± 0.02</td>
<td>6.17 ± 0.02</td>
<td>7.30 ± 0.06</td>
<td>6.38 ± 0.03</td>
<td>6.54 ± 0.03</td>
<td>6.16 ± 0.02</td>
<td>6.08 ± 0.03</td>
</tr>
<tr>
<td><strong>AirBj</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>18.57 ± 0.05</td>
<td>16.35 ± 0.02</td>
<td>13.28 ± 0.02</td>
<td>12.93 ± 0.01</td>
<td>12.90 ± 0.05</td>
<td>14.57 ± 0.05</td>
<td>12.91 ± 0.03</td>
<td>12.70 ± 0.03</td>
<td>12.85 ± 0.07</td>
<td>12.46 ± 0.09</td>
</tr>
<tr>
<td>6</td>
<td>30.28 ± 0.06</td>
<td>30.10 ± 0.02</td>
<td>24.36 ± 0.04</td>
<td>23.98 ± 0.06</td>
<td>24.01 ± 0.03</td>
<td>27.10 ± 0.04</td>
<td>23.91 ± 0.03</td>
<td>23.87 ± 0.02</td>
<td>24.01 ± 0.03</td>
<td>23.16 ± 0.05</td>
</tr>
<tr>
<td>12</td>
<td>52.20 ± 0.07</td>
<td>52.03 ± 0.03</td>
<td>32.97 ± 0.04</td>
<td>32.91 ± 0.06</td>
<td>33.01 ± 0.04</td>
<td>37.43 ± 0.07</td>
<td>34.60 ± 0.03</td>
<td>33.38 ± 0.01</td>
<td>33.08 ± 0.02</td>
<td>32.74 ± 0.04</td>
</tr>
<tr>
<td><strong>TaxiNYC</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>32.60 ± 0.06</td>
<td>26.79 ± 0.03</td>
<td>19.42 ± 0.03</td>
<td>19.46 ± 0.01</td>
<td>19.85 ± 0.06</td>
<td>21.25 ± 0.05</td>
<td>20.59 ± 0.04</td>
<td>20.85 ± 0.08</td>
<td>19.73 ± 0.04</td>
<td>19.04 ± 0.06</td>
</tr>
<tr>
<td>6</td>
<td>85.48 ± 0.08</td>
<td>72.25 ± 0.04</td>
<td>45.95 ± 0.14</td>
<td>48.22 ± 0.13</td>
<td>50.28 ± 0.12</td>
<td>53.65 ± 0.18</td>
<td>50.50 ± 0.14</td>
<td>50.19 ± 0.12</td>
<td>49.82 ± 0.13</td>
<td>43.69 ± 1.39</td>
</tr>
<tr>
<td>12</td>
<td>96.72 ± 0.09</td>
<td>96.24 ± 0.05</td>
<td>52.70 ± 0.14</td>
<td>54.58 ± 1.26</td>
<td>57.09 ± 1.19</td>
<td>65.84 ± 1.94</td>
<td>59.04 ± 1.58</td>
<td>64.89 ± 1.45</td>
<td>62.54 ± 1.39</td>
<td>50.47 ± 1.31</td>
</tr>
</tbody>
</table>
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6.3 Ablation Study
Next, we evaluate the effectiveness of each model component. Unless otherwise specified, we report the average errors of all future horizons in the following figures and tables.

6.3.1 Effect of Residual Update
Since MixRNN+ enhances MixRNN to possess continuous-time dynamics, we analyze the results of them to demonstrate the advantage of integrating our residual update strategy. As illustrated in Table 3, MixRNN+ reduces the prediction errors by a considerable gap in AirBJ and TaxiNYC, while it slightly outperforms MixRNN on METR-LA. The major reason is the length of time interval: the time interval on METR-LA is 5 minutes, which is much shorter than the 1-hour interval on the other two datasets. With the increase of the time interval, e.g., from 5 minutes to 1 hour, it becomes more challenging for RNN models to conduct state transformation between consecutive observations. In other words, obtaining the continuous temporal changes between observations becomes more necessary to help the modeling of ST sequences when the time interval is larger.

Besides, we notice that MixRNN+ yields better performance than MixRNN more clearly in long-term forecasting, e.g., at the 12-step ahead horizon. To further investigate it, we randomly select a sensor from METR-LA and conduct a case study on it. Figure 6(a) and (b) depict 15 and 60 minute-ahead (i.e., 3 and 12 step-ahead) predicted values vs. real values on a snapshot of the test data of this sensor, respectively. By comparing these two figures, we find that MixRNN+ outperforms MixRNN by a larger margin on the 60 minute-ahead prediction, especially at the sudden change (see the red rectangle in b). This is because the integration of physical laws enables our model to capture the long-term temporal dependencies more effectively.

As MixRNN+ is a variant of RNNs, we can learn from RNNs to increase the model capacity by stacking multiple MixRNN+ layers. According to the results in Table 4, the performance of MixRNN+ on METR-LA is not very sensitive to the number of stacked MixRNN+ layers. On the other datasets, even though stacking 2 or 3 layers can bring slight improvement, it requires far more GPU storage and induces much higher computational costs. Therefore, we choose the single-layer model as our default setting on these datasets.

TABLE 4: Effects of different number of layers. The metrics are computed by averaging the errors across all future time steps.

<table>
<thead>
<tr>
<th>Method</th>
<th>METR-LA</th>
<th>AirBJ</th>
<th>TaxiNYC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE RMSE</td>
<td>MAE RMSE</td>
<td>MAE RMSE</td>
</tr>
<tr>
<td>MixRNN+</td>
<td>2.96 5.95</td>
<td>17.71 31.62</td>
<td>20.35 50.14</td>
</tr>
<tr>
<td>1 layer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 layers</td>
<td>3.02 6.02</td>
<td>17.69 31.88</td>
<td>20.47 50.56</td>
</tr>
<tr>
<td>3 layers</td>
<td>3.02 6.02</td>
<td>17.69 31.88</td>
<td>20.47 50.56</td>
</tr>
</tbody>
</table>

6.3.2 Generalizability of Residual Update
Furthermore, we integrate our residual update strategy into the RNN-based baselines for a more thorough comparison, denoted as FC-LSTM+, DCRNN+ and HGCRNN+. From Table 5, it can be seen that our residual update strategy brings consistent gains across all the baselines, demonstrating its broad generalizability. More importantly, our MixRNN+ still surpasses the variants of baselines (e.g., HGCRNN+) by a considerable margin on all datasets. These facts reveal the necessity of addressing mixed-order relations in spatio-temporal forecasting tasks.

TABLE 5: Comparison with RNN-based methods that incorporates the residual update. The error metrics are computed by averaging the errors across all future time steps.

<table>
<thead>
<tr>
<th>Method</th>
<th>METR-LA</th>
<th>AirBJ</th>
<th>TaxiNYC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE RMSE</td>
<td>MAE RMSE</td>
<td>MAE RMSE</td>
</tr>
<tr>
<td>FC-LSTM+</td>
<td>3.87 7.01</td>
<td>21.20 36.11</td>
<td>26.83 66.12</td>
</tr>
<tr>
<td>DCRNN+</td>
<td>3.15 6.27</td>
<td>18.85 33.02</td>
<td>24.26 58.10</td>
</tr>
<tr>
<td>HGCRNN+</td>
<td>3.22 6.45</td>
<td>18.27 32.45</td>
<td>25.42 63.39</td>
</tr>
<tr>
<td>MixRNN+</td>
<td>3.00 6.06</td>
<td>18.03 31.98</td>
<td>21.42 53.77</td>
</tr>
</tbody>
</table>

Fig. 7: Effect of different branches in the proposed Mixer block.

Fig. 8: Performance comparison for CNN-based methods.
6.3.3 Effect of Mixer Block

Learning mixed-order spatial relations is one of the key challenges in ST prediction. We compare MixRNN+ with its variants to investigate the effectiveness of each branch in the Mixer block. Due to the page limit, we mainly discuss the results of MAE in this part. In particular, we use Pair and High to represent the two branches, respectively. By turning off both of the branches, our model will degrade to a standard GRU that ignores spatial relations, denoted as Self. For example, MixRNN+ without HGCN for high-order relation modeling can be denoted as self+pair. As depicted in Figure 7, the variant that only captures the self relations performs much worse than other variants in both tasks. We also observe that it can achieve a large improvement with the consideration of pairwise relations or high-order relations. By jointly learning the pairwise and high-order relations, our Mixer block can learn the complex relations in ST data more effectively and achieve better performance.

To further verify its generalizability in other popular architectures, we replace graph convolution layers in two CNN-based models (STGCN and GWNNet) with our Mixer block for mixed-order relation modeling. Figure 8 presents the comparison results, where the models with a postfix “+” mean integrating our module. The consistent improvements over the base models reveal that Mixer block can also be a useful off-the-shelf plugin for the CNN-based methods.

6.3.4 Effect of Hypergraph Generation

One possible concern of the Mixer block is hypergraph generation. Recall that the generation method introduced in Sec. 4.2.1 is a sort of soft clustering, but we do not introduce any objective function to guide the learning of the function $\psi$ (a 2-layer GCN). Would this be a problem? To answer this question, we add an auxiliary loss $L_a$ to Eq. 16. A natural idea is to employ the spectral clustering loss [56] as $L_a$ to enforce strongly-connected nodes to be grouped into the same hyperedge. Meanwhile, it encourages the assignment to be orthogonal to avoid sub-optimal solutions. We tune the trade-off between the MAE loss $L$ and $L_a$ and report the best results in Table 6. From this table, it can be easily seen that adding such auxiliary loss will not improve the predictive performance. That is because strongly-connected nodes sometimes perform disparately due to external factors. Adding this kind of regularizer might restrict the model capacity [13]. By using GCNs for generating the incidence matrix, our model already considers the inherent proximity between nodes [13] as well as the real-time observations. Besides, tuning the trade-off parameter between two loss functions is very hard and time-consuming. Thus, we prefer not to use the auxiliary loss function for additional guidance. Moreover, we compare MixRNN+ with its variant

that uses an MLP as $\psi$ (denoted as w. MLP in Table 6) for hypergraph generation. The degraded performance (base vs. w. MLP) reveals the importance of encoding spatial proximity to the generation process.

6.3.5 Comparison with ResNet

To further compare ResUpdate with ResNet, we consider the following models and variants for comparison:

- **ResUpdate**: it is equivalent to the proposed MixRNN+.
- **ResNet-10**: As mentioned in Sec. 6.1.3, we set $N_c = 10$ for a trade-off between speed and accuracy. Thus, we compare MixRNN+ with a variant that replaces the residual update between observations with an equivalent number of residual layers (i.e., 10), denoted as ResNet-10. Note that we use the identical neural designs in one layer of ResNet and ResUpdate for fairness.
- **ResNet-5**: Noting that using 10 residual layers leads to much more learnable parameters, we also explore a baseline with 5 residual layers for comparison.
- **ResNet-1**: This variant replaces ResUpdate with only one residual layer, which guarantees its parameter number (model capacity) to be equal to MixRNN+.
- **Base**: The base model means MixRNN+ without the residual update strategy, namely MixRNN.

The prediction errors (MAE) of each method and their parameter numbers are shown in Table 7. The errors achieved by ResNet-10/5/1 and Base are not distinctive, revealing that simply stacking residual layers (for solving gradient problems) cannot enhance model performance. However, by using our ResUpdate, MixRNN+ considerably outperforms ResNet-10/5/1 even though these ResNet-based approaches have more parameters, e.g., ResNet-10 has around twice the number of parameters than ResUpdate on METR-LA. This result demonstrates that the rationale between ResUpdate and ResNet is totally different. ResUpdate computes the instantaneous rate of change between observations via a deep neural network, thus leading to a more natural and powerful modeling of real-world ST sequences.

<table>
<thead>
<tr>
<th>Method</th>
<th>METR-LA MAE</th>
<th>METR-LA RMSE</th>
<th>AirBJ MAE</th>
<th>AirBJ RMSE</th>
<th>TaxiNYC MAE</th>
<th>TaxiNYC RMSE</th>
<th>#Param</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResUpdate</td>
<td>2.96</td>
<td>5.95</td>
<td>17.71</td>
<td>31.62</td>
<td>20.35</td>
<td>50.14</td>
<td>642</td>
</tr>
<tr>
<td>ResNet-10</td>
<td>3.04</td>
<td>12.66</td>
<td>18.05</td>
<td>33.85</td>
<td>20.76</td>
<td>51.69</td>
<td>694</td>
</tr>
<tr>
<td>ResNet-5</td>
<td>3.04</td>
<td>87.6</td>
<td>18.08</td>
<td>52.54</td>
<td>21.45</td>
<td>660</td>
<td>508</td>
</tr>
<tr>
<td>ResNet-1</td>
<td>3.02</td>
<td>642</td>
<td>18.04</td>
<td>422</td>
<td>21.49</td>
<td>508</td>
<td>607</td>
</tr>
</tbody>
</table>

6.3.6 Hyperparameter Study

Finally, we test the effect of the two major hyperparameters in our model on the first two datasets, i.e., the number of hyperedges $M$ in the Mixer block and the hidden dimensionality $F$. Figure 9(a) depicts how prediction errors changes over $M$ on the first two datasets. We observe that our model achieves the lowest errors when $M = 60$ and 40 on them, respectively. When $M$ is very small (such as 20), it is hard to aggregate the nodes into such few hyperedges. On the other hand, using a large number of hyperedges
such as \( M = 100 \) also leads to higher errors since it makes the node features over-smooth [21]. In terms of the hidden dimensionality, \( F = 64 \) shows superiority in both datasets. As \( F \) increases, it will induce more model parameters and may result in the overfitting problem. That is the reason why \( F = 96 \) and 128 perform worse than \( F = 64 \). On the contrary, using \( F = 16 \) or \( F = 32 \) causes the highest MAEs in contrast to other variants as it restricts the model capacity.

Fig. 9: Effect of the two hyperparameters in the proposed MixRNN+. (a) Study on the number of hyperedges \( M \); (b) Study on the number of hidden units \( F \).

### 6.4 Computation Time

Despite the good performance, we notice that adding the residual update to MixRNN induces extra computational overheads and lengthens training time. Hence, we conduct a study on the training speed of the proposed models as well as the competitive baselines from two perspectives: a) training time per epoch and b) the epoch number of convergence.

Figure 10 presents the training time per epoch of each approach. From this figure, we can observe that FC-LSTM requires the least training time since it overlooks the spatial information from neighbors. MixRNN achieves very close speed to DCRNN and HGCRNN, while largely improving the predictive performance in most cases (see Table 3). Although MixRNN+ extends MixRNN to be physics-guided by integrating the residual update strategy, it requires more training time per epoch to compute the continuous states. Thus, MixRNN+ is the priority when the application requires higher prediction accuracy. In a time-sensitive application, we prefer using MixRNN rather than MixRNN+.

In addition, we compare the epoch number of convergence of these RNN-based approaches, where we employ the same learning rate and scheduler for fairness (see Sec. 6.1.3). As shown in Table 8, MixRNN and MixRNN+ consistently achieve the fastest or the second fastest convergence speed among these methods. We argue that our models can obtain more useful gradients for training by considering both high-order and pairwise relations. Besides, we also observe that the convergence epoch number of the three baselines is not quite distinctive.

#### TABLE 8: Convergence epoch numbers of RNN methods.

<table>
<thead>
<tr>
<th>Models</th>
<th>METR-LA</th>
<th>AirBJ</th>
<th>TaxiNYC</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC-LSTM</td>
<td>76</td>
<td>21</td>
<td>72</td>
</tr>
<tr>
<td>DCRNN</td>
<td>68</td>
<td>25</td>
<td>65</td>
</tr>
<tr>
<td>HGCRNN</td>
<td>74</td>
<td>24</td>
<td>69</td>
</tr>
<tr>
<td>MixRNN</td>
<td>52</td>
<td>20</td>
<td>46</td>
</tr>
<tr>
<td>MixRNN+</td>
<td>55</td>
<td>16</td>
<td>43</td>
</tr>
</tbody>
</table>

Fig. 10: Computation time of the methods.

### 7 System Deployment

Being able to predict the crowd flows in each and every part of a city, especially in irregular regions, is strategically important for traffic control, risk assessment, and public safety [64]. To solve this problem, we have upgraded the previously deployed cloud-based system (UrbanFlow [61]) by using our MixRNN or MixRNN+ as the bedrock model for the prediction. This system enables governors to monitor the real-time crowd flows and forecast crowd flows in the near future. Here, we briefly give an overview of the functions of UrbanFlow. Figure 11 illustrates the main interface of UrbanFlow, where each region on the map represents an irregular urban area. The color of each cell indicates its flow density, where “red” means dense and “green” means sparse. A user can click any region on the interface to see the flow details like Figure 11(b), including the ground truth as well as the prediction results. In different scenarios, users can specify to use MixRNN or MixRNN+ as the prediction model in the red rectangle in Figure 11. By clicking the “play button” at the bottom left of the main interface, we can watch a movie of flow heatmaps. More details about the system deployment can be found in [64].

Fig. 11: The UrbanFlow system for crowd flow monitoring and forecasting in irregular regions. We upgrade it using our models as the bedrock model. (a) The main interface of UrbanFlow. (b) An example of the prediction interface of two regions. (c) A movie-style heatmap.
8 Conclusion and Future Work

We have presented the MixRNN+ for improving spatio-temporal forecasting, a small step that may benefit a variety of smart city applications. Specifically, we first propose an intermediate model called MixRNN to capture the mixed-order spatial relations as well as the temporal dependencies. Then, by assuming that the dynamic system is driven by reaction kinetics, we generalize MixRNNs to possess continuous-time dynamics via a residual update strategy. Our model has combined the flexibility of neural networks with interpretability provided by physical laws. The experiments on three real-world smart city applications have demonstrated our state-of-the-art performance. We will release our source code for public use soon. In the future, we plan to reduce the number of function evaluations in the ODE solver while preserving the accuracy, as we have noticed that the major efficiency bottleneck is the evaluation between two observations. Another direction is to explore how to integrate neural networks with more complex physical laws, such as second-order ODEs.
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